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Dear authors and readers!
Dear colleagues!

Please accept my most sincere congratulations on the upcoming New Year!
I wish you, your family, and loved one’s good health, creative success, happiness, and prosperity!

It has become a good tradition to take stock of our joint work in the final days of the year.

The Certificate of re-registration of the periodical print and electronic publication No.
KZ32VPY00135738 was received from the Information Committee of the Ministry of Culture and Information
of the Republic of Kazakhstan in connection with the assignment of our publisher status to Karaganda National
Research University named after academician Ye.A. Buketov (November 28, 2025).

Over the past year, the journal has successfully covered the results of scientific and applied research in
technical physics.

The Eurasian Physical Technical Journal continues to be indexed in the SCOPUS database across all four
categories, https://www.scopus.com/sourceid/21100920795. Now CiteScore equals 1.4

In 2025, according to the Scimago Journal & Country Rank (SJR) analytical platform, the h-index was 8.
In 2025, some of the journal's digital metrics in the Scopus database showed positive dynamics, particularly
in the number of citations and the number of articles authored by women.

Attention to our journal is growing, and the geography of our authors is expanding. In 2025, more than
60 articles were published by authors from Kazakhstan, Azerbaijan, Uzbekistan, Ukraine, Russia, Nigeria,
Indonesia, Iraq, Latvia, Romania, and China.

Last year articles devoted to research using modern computer technologies and neural networks generated
the greatest interest. The review team has expanded; their high professionalism and objectivity ensure the
quality of the published articles.

The last issue presents 14 articles with new research results on the most pressing problems in technical
physics. The well-known Kazakh scientist A.L. Kozlovskiy (ih - 41) participated in the preparation of this
issue. In the future, we plan to continue the practice of inviting issue editors.

I would like to express my appreciation and gratitude to the authors, editorial board members and each
reviewer for their active participation in the journal's work. Your assistance in expanding the journal's
portfolio, selecting the most interesting papers, and disseminating information about our journal is invaluable.

We hope the presented articles will not only be interesting but also useful in preparing new publications
for researchers, teachers, graduate students, and postgraduates.

We would be grateful for any citations of articles published in the journal.
And we look forward to seeing you among our readers and authors in the future.

With respect and hope for fruitful collaboration,
Editor-in-Chief, Professor Sakipova S.E.
December, 2025
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CONFORMATIONAL STRUCTURE OF BINARY POLYPEPTIDE
COMPLEXES ON THE SURFACE OF A CHARGED
GOLD NANOPARTICLE WITH CHANGING PH

Kruchinin N.Yu.*, Kucherenko M.G.

Center of Laser and Informational Biophysics, Orenburg State University, Orenburg, Russia
*Corresponding author: kruchinin_56@mail.ru

Abstract. Using molecular dynamics simulation, pH-sensitive conformations of binary complexes
of homogeneous polypeptides located on the surface of a charged spherical gold nanoparticle were
studied. A mathematical model of conformations has been developed taking into account interactions in
a complex of two homogeneous polymers on the surface of a charged spherical nanoobject. When two
polypeptides were adsorbed on a nanoparticle, the structure of the macromolecular corona depended
significantly on the polypeptide combinations in the binary complex. Two identical homogeneous
polypeptides shifted away from each other along the neutral surface when their pH deviated from the
isoelectric point, while on the surface of a similarly charged nanoparticle, the macrochain corona
became strongly loosened. On the charged nanoparticle, the polymer shell of the two polypeptides of
opposite polarities delaminated, and the shell itself swelled significantly. When one of the polypeptides
in this binary complex reached the isoelectric point, the second charged polypeptide unfolded and
disengaged from the first macrochain, shifting away from the surface of the similarly charged
nanoparticle.

Keywords: polypeptide complex, molecular dynamics simulation, conformational transformations, charged
nanoobject.

1. Introduction

Currently, shell nanosystems have found wide application in drug delivery [1], as elements in various
sensors, such as sensors based on surface-enhanced Raman scattering (SERS) [2], surface plasmon resonance
(SPR) [3] and Forster resonance energy transfer (FRET) [4]. Of great interest in biochemistry and biomedicine
is the creation of such sensors, nanoprobes and nanocontainers whose characteristics are sensitive to changes
in the pH of the medium [5-14]. Thus, in the works [5-9], polymer brushes and layers on various surfaces
sensitive to changes in the pH are presented. It has been shown that the density of polymer brushes can be
significantly varied [5-8]. This allows for the release of small dye molecules [S] or chromophores [6], the
creation of pH-sensitive supramolecular switches [7], and the controlled adsorption of gold nanoparticles
bound to the ends of macrochains in a polymer brush [8].

It is known that the intracellular pH in normal cells is in the range of 7.0-7.2 lower than the extracellular
pH, which is in the range of 7.3—7.4. Cancer cells have a higher intracellular pH of 7.12-7.65 and lower
extracellular pH of 6.2—6.9 compared to normal cells [10—11]. This allows using pH-sensitive conformational
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changes in macrochains for cancer diagnostics and therapy. A pH-sensitive nanoprobe was presented in [9], in
which the conformational structure of the ligand shell around the quantum dot was reconstructed when the pH
level changed from physiological to more acidic, corresponding to a cancer tumor [9]. Photothermal therapy
uses gold nanoparticles with a polymer shell, which remain stable in healthy tissue and aggregate when
entering a tumor due to changes in pH [12]. Studies [13-14] have examined nanocarriers that are sensitive to
changes in pH, such as a gold nanoparticle with a peptide shell containing an anticancer drug. A gold
nanoparticle with a polypeptide corona sensitive to pH changes can be used as such a nanosystem. The
conformations of polyelectrolyte polypeptides change significantly on the charged surface of the adsorbent
[15-21]. By simultaneously varying the charge of the nanoparticle and the degree of polyelectrolyticity of the
polypeptide (by changing the pH), it is possible to control the conformational changes of the adsorbed
polypeptide.

A more complex picture of conformational rearrangements with changes in pH will arise when several
polypeptides are located on the surface of a charged spherical metal nanoparticle. When the pH level changes,
two identical polypeptides will be charged with the same sign and magnitude of charge, which will lead to the
repulsion of the polypeptides from each other. If the polypeptides in a binary complex consist of amino acid
residues of different types, their charge will change differently depending on the values of the isoelectric points
characteristic of each polypeptide. Therefore, on the surface of a charged nanoparticle, the conformations of
two different polypeptides will change differently depending on the pH level. Such pH-sensitive
conformational changes in binary complexes can be used to create small molecule nanocarriers (fluorescent
dye molecules or drugs) contained in the structure of the polypeptide fringe and released during its
rearrangement when the pH level changes. In addition, such pH-dependent conformations of pairs of
macromolecules adsorbed on a charged nanoparticle can be used in SERS, SPR, FRET sensors and
nanoprobes.

Thus, the aim of this work is to study the pH-dependent conformations of binary complexes of
homogeneous polypeptides on the surface of a charged spherical gold nanoparticle.

2. Mathematical model of macrochain conformations taking into account interactions in
a complex of two homogeneous polypeptides on the surface of a charged nanosphere with
a change in the hydrogen index of the solvent

In the case where the links of two homogeneous polypeptides at a certain value of the hydrogen index of
the solvent acquire charges of opposite sign, a spatial structure with intertwined, oppositely charged
macrochains of polyelectrolytes can form on the surface of the charged nanosphere.

2.1 Single adsorbed polyelectrolyte polypeptide chain on the surface of a charged spherical
nanoparticle

The description of the equilibrium structure of an adsorbed macrochain with links of length a at an
absolute temperature T can be made on the basis of a conformational function y/(r) satisfying the nonlinear

integro-differential equation of Grosberg-Khokhlov-Edwards [22-23]
a’kT
Vi () =[V (1) +V,, (1) = gl (r) (1

The self-consistent field potential V(1) takes into account the volume interactions between the polymer

links. The potential }J'(r) characterizes the external field in which the polymer chain is located, and which in

the case under consideration is created by the adsorbent nanoparticle, electrically neutral or charged.
The spatial distribution of the local density n(r) of chain links is determined by the square of the

conformational function y/(r) corresponding to the minimum eigenvalue g;: n(r) = y/;in (r) . In the case of
an electrically neutral spherical surface or a nanosphere, the field potential V' (r) =V, ,(#) is the van der
Waals interaction potential ¥, () of the chain link with the nanoparticle. The exponents 3 and 9 of the power
dependences of the potential J/, () on the radius r are typical precisely for the spherical shape of a nanobody.
The expression for the potential energy }7(7) of interaction of an atom with a nanosphere of radius R can be

formed from paired atom-atom potentials of the form p(r)= D[(”o /)% =2(r,/ r)é] , and is represented by a
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triple integral
T R
V(r)=2z[n,v(p) rdr'sin0d0-
00

where p2 =% 412 — 21 cos@. Here D and ry are the parameters of the 6—12 Lennard-Jones potential, n is

the concentration of nanosphere atoms. The potential energy of interaction of a chain link with an uncharged
spherical nanoparticle of radius R, in the case of the initial pair potential of 6—12 Lennard-Jones for
intermolecular interaction between the atoms of the link and the nanoparticle, is written as (» >R)

v (r):ﬁDnor(;’ r_(;’ 9R+r  9R-r | | 3R+r  3R-r )
6r (60| (R+r) (R-r) | | (R+r) (R-r)

Here D and ry are the parameters of the 6-12 Lennard-Jones potential, o is the concentration of metal
atoms in the nanoparticle.

In the case of a charged nanoparticle with a spherically symmetrically distributed charge O and a
polyelectrolyte chain with a charge e of its link, the potential Vo(r)=eQlr of interaction of the macrochain

monomer with the Coulomb field of the charged nanoparticle is added to the adsorption potential (2).
. e
V97Q3(’”):V9—3(”)+Veg(r):V973(”)+TQ' 3)

2.2 Ideal Gaussian macromolecular chain without volume interaction of links
The equilibrium configurations of the macrochain in a model that does not take into account the volume
interactions of the links (V,,,(r)=0) are given by the conformational function y,(r), which determines the

density of the monomeric subunits of the chain in this approximation as n(r) =, (r) - The function y (r) then
satisfies the following differential equation [22]

KT Vzl//o (r)=[V(r)—ely,(r)- (4)

In the case of a polyelectrolyte, it is possible to formulate the problem of determining the conformational
structure of the fringe and obtain an exact analytical solution for the conformational function y, (r) satisfying

equation (4) without appealing to perturbation theory as in earlier works [19-20]. Equation (4) is similar in
certain features to the Schrodinger equation containing the Coulomb potential. In other words, a problem arises
similar to the problem of a hydrogen-like atom with an additional potential (2), which, in order to obtain an
analytical solution to the problem, is replaced by the model potential "wall — delta-functional well"
V.(ry=V,_(R)—a,0(r —r,)[24]. The total potential V(r) in this case takes the form

V(r)=V_(R)—a,5(r—r)+eQ/r, where e is still the effective charge of the chain link, and Q is the charge
of the sphere.

We define the following parameters: @ =_6|2‘90 | , K= feQ = 3eQ . Instead of the radial
a*kT a’kTq, a.[6|&, | kT
function y (r) = F,(r) satisfying equation (4), for a system with spherical symmetry we introduce the function
f(r) by the relation F}(r) =exp(—q,r)f(r), and the dimensionless radius 2¢, = p'. By direct substitution
into (4) we verify that the function f(p") satisfies the degenerate hypergeometric equation
P +(r=p)f —af(p)=0, ()
with =2 and ¢ =1— k. Then the general solution of the boundary value problem for a spherical system with

a macromolecular frame is a superposition of two degenerate hypergeometric functions of the first
Fi(a,y,p)=M(a,y, p) and second U(a,y, p) kind with arbitrary constants C; and C>

f(p)=CM(a,2,p) + CU(a,2, p), (6)
Degenerate hypergeometric functions of the first M («,y, p) and second U(a,y, p) kind are defined by
the expressions
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()27 e”

—2 € | e 1+ 'dt, Rey >Rea >0 )
I'(y —a)l(a) 1

M(a,y,p)=

U(a ,7/,p)—ﬁ et L4ty ™ dt - (8)

In radial ranges 2¢g R < p <2q,7, and 2q,r, < p for functions Sr.u(p) we can write
{f,(p) =CM(a,2,p)+CU(2,2,p), q,R< p/2<qy,
f}l (p) = C3U(a927 p)a 2q07"0 < yo

)

Ui@.2, p) = Z( ) P ( F'(a+k)_1“’(2+k)_F’(1+k)ﬂ (10)

1
I« —1){(05 e = k2, T(@+k) TQ+k) TA+k)

Gla=1-xn=2,p)= S & D=1
T DI @ —n+ ) |G (@ —k) (n—k), (an
y (@D _T(a+k)
2 )A plnp+y(a+k)-—yn+k)- 1//(k+1)]} (a)k_—l“(a) ,

30 30
a’kTq, a\l6|&, | kT

2 2
where 0 is the charge of the nanoparticle, and the “energy” parameter | &= q a’kT .

From the boundary conditions on the surface of the nanoparticle we obtain the following relationships
between the constants C;, C; and Cs:

C2 — _Cl M(aazaquR) ,
U(a729 2q0R)
C3 :C M(aazazqoro) _M(a,z,quR) . (12)
U(a,2,2q,,) U(a,2,2q,R)
Then the desired solutions of the Grosberg-Khokhlov equation take the form

MU(&,ZJ%;") exp(—qor), R<r<ry,
U(as 27 2f]oR)

M(a,2,2q,r,) M(a,2,29,R)
U(a,2,2q,,) Ul(a,2,2q,R)

To determine the parameters g, and &, it is necessary to solve the equation obtained for the jump in the

F,(r)=C, [M (@,2,2q,r) - (13)

F,,(p)=C[ }U(a,2,2qor)exp(—qor), Ty<r

radial derivative at the point 7
6a
—Fio(15) (14)

Fiyo(r) R —F,(7) [ o

Substituting (13) into (14) we obtain the general transcendental equation for the eigenvalues
3a, |U(a+1L3,29,1) | _
a’akTy, Ua,2,2q,5) |

(15)

M(O( +1,3,2q,%) M(O( 2,2q,R) U(a +1,3,2q,1) || M(«,2,2q,)) M(a,2,2q,R) .
2U(a,2,2q,7,) U(a 2,2q,R) U(a,2,2q,1) U(a,2,2qy;) U(a,2,2q,R)

It should be noted that the degenerate hypergeometric functions (7) and (8) in a number of cases, with a
certain relationship between the parameters & and j, are expressed through the Bessel functions of the
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imaginary argument

Iv(p):Mexp(—p)MOle/2,2v+1,2p)a (16)
'(v+1
K, (p)=~7(2p) exp(-p)U(v +1/2,2v +1,2p). (17)
Since =2 and o =1—x, ;= 30 30 , to obtain =2 it is necessary that }=2=(2v +1),

a’kTq, aJ6|¢,| kT
whence it follows that v =1/ 2. This means that ¢ =1 and 0=0. Thus, in this case we obtain an electrically
neutral nanoparticle, and the same, uncharged, macrochain. Formulas (13) go over to the previously obtained
expressions with Bessel functions /1, Ki.
In this case, for a spherically symmetric potential V(r)=V_(R)—a,5(r—r), the radial functions
w(r)=F"(r) are defined inside the spherical layer R<r<ro and in the region conjugate to it r>ry in the

following form

F'(r)= A0|:[1/2(%r) _ 1, (9R) KI/Z(qOV)jI, R<r<r,
\/; K,,(q,R) \/;
Fl'(r)= Aﬂ[ 1, (407 _ 11,(qoR) :|K1/2 (9o7) ’
K., (q)  K,(q,R) Jr
where [ ,(g,r) and K, ,(q,r) are modified Bessel functions of the first and second kind with half-integer

, (18)

}"0<V<OO

index, and eigenvalues g =- 62‘90 , R is the radius of the nanoparticle. The transcendental equation (14) for
a’kT
the eigenvalue g, is transformed to the equation
a’kT 1,,(q,R) , (19)

KFO = 1,,(qy7)K 2 (q0%) — K12/2 (97) K, (q,R)

which is related to (15), but allows us to define in a new way ¢, , and with it the only discrete level of the
spectrum ¢,. The conformational characteristics (18) of the chain in the case of an uncharged nanoparticle or

an electrically neutral macromolecule are indifferent to changes in the charge states of the system components.

Thus, for the case of a polyelectrolyte fringe adsorbed by a charged nanosphere, neglecting volume
interactions, we have an exact analytical solution to the problem presented by formulas (13) and (15). Note
that, unlike the aligned polyampholyte links of a macrochain, for which there was always an attraction to the
surface, regardless of the sign of the nanoparticle charge, in the case of a polyelectrolyte chain under
consideration, there may be both an additional attraction (opposite signs of the charges of the link and the
particle) against the background of the attractive potential responsible for the adsorption of the macromolecule,
and a repulsion (identical signs of the charges), which hinders adsorption or even leads to desorption at a
sufficiently high temperature of the system. This additional Coulomb attraction or repulsion of the links to the
surface of the nanoparticle will ultimately determine the observed compression or loosening of the reinforced
fringe of the adsorbate.

Quantitatively, this is reflected in the sign of the charge parameter @ — 1=+ | x'|. With the same signs

of the charge of the links and the adsorbent, under the conditions of realized adsorption of the macrochain,
swelling of the fringe will be observed, caused by the Coulomb repulsion from the surface of the links that
have avoided attraction by the potential well. For the same reason, in the case of opposite charges, the
macrochain fringe should experience Coulomb compression
a=1t|x|.
In order to develop an analytical model convenient for carrying out calculations, potential V, , () (2) can

be replaced by a simple model potential V' (r) =V (R) — c,6(r — ;) “solid wall — delta-functional well”, in

which the point 7o of localization of the delta-functional well coincides with the radius 7, of the bottom of the
potential well (2).
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2.3 Accounting for volumetric interlink interactions of a polymer chain
The bulk interlink interactions of the polymer can be taken into account through the potential ¥, (r) of

the self-consistent field using the Edwards method [23]
Vey ()= (n(r))=kT - B-n(r), (20)
where y* ( n(r)) is the chemical potential of the chain links:

B(T):z?”(%) r'(3/4)

— the second virial coefficient [22], taking into account pairwise collisions of links and the effect of excluded
volume due to the repulsive part of the 612 Lennard-Jones potential, and the constant

' 11
B =| B=(Q-e-r)yexp(-r /1), | 1)
renormalized taking into account the additional charge on the links of the macrochain and the Debye screening
with radius rp. The gamma function I" of % takes the numerical value

T(3/4)=\27> /T(1/4), T(1/4)=2JK(1/ 27 ~3,626.

In the case of Coulomb interaction of polyelectrolyte units with each other, one can introduce the
corresponding pair potential Q)qq (r), and represent the renormalized constant /3’ in the form

/3—>ﬁ'=[(D+q>qq(r0))-r;2]. (22)
Then the model potential in the Grosberg Khokhlov-Edwards equation (1) can be written as
V(r)+ V., (x)=V_(R)—a(r—1,)+ kT - B-n(r).
Let us write equation (1) for the conformational function ¥/, (l') of the first macrochain
2
a kT 1 Q
—Vy,(r)= [Vg( )(r) + kTBn,(r) + e, (r) + = —¢, |y, (r). (23)
Here, in (23), the electrostatic field potential ¢, (r) is created by the charged chain 2 of the second

polyelectrolyte and affects the formation of the secondary structure of chain 1 through its conformational
function y/,(r). It is also obvious that the potential ¢, (r) satisfies the Poisson equation

1 d 2 d 2
— (r)=—drey:(r). (24)
]/'2 d d €D2 ) 21//2 (
Equations similar to (23) and (24) can be written by considering the conformations of chain 2 in the field
of the charged chain 1. Then, for the conformational functions ¥/, ,(r) and potentials ¢, ,(7), we obtain a

closed system of nonlinear differential equations.

2.4 Formation of conformations of two interacting adsorbed polyelectrolyte chains on the
surface of a charged nanosphere

Combining all the equations considered into a system, we obtain four interconnected ordinary differential
equations

le d ,d

6 25 d_ 1(1”) [V(lg(r)"—kT Bll//l (l’)+el(/)2(r)+—Q—€}//1(r)
kT 1 d d

26 761' d w,(r)= [%@(”)"’kT le//z(r)+ezg0](r)+2—Q—82}//2(r)

1 d d

E zd—(/’l(r)=—47f€1v/12(”)

1d .4
dr

ar —,(r)= 472'62'//22 (r) . (25)
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The self-consistent system of equations (25) for conformational functions , ,(r) and potentials ¢, ,(r)

is quite complex, and obtaining analytical expressions for functions !,//1,2(1‘) and ¢, ,(r) is problematic.

However, the general structure of the model based on system (25) is partially visible even without resorting to
exact solutions of these equations. In addition, sufficient progress in solving the problem can be made by
adopting the approximation of relatively weak electrolyte fields. Then, in the zero approximation, the potentials

o, ,(¥) are not taken into account in the first two equations of system (25), and the conformational functions

W, ,(r) in this approximation are found as y,,(r) — l//(o) (r).

akT 1d ,d Q
()= {Vg“;(kaoBl )+ 2= sl} wi”(r)
2
L1 Lo d oy | v )+ kT By )+ 22 ZQ —&, [yO@r)
6 rodr dr
L8220 ) = ey ()
l1d ,d
S e ()= —Amey (1) : (26)

In this case, the last two equations in (26) — the Poisson equations, become autonomous and can be solved

2
by standard electrostatic methods for a given charge distribution density e, I:l/ll(?(r)J if the solutions

1//](2) (r) of'the first two equations of system (26) are found beforehand. After this, the found potentials (01 2) (r)

of the zero approximation are returned to system (25) to find the functions l//(l)(r) and potentials (p D(r) of

the first approximation. To achieve the required level of accuracy, this iterative procedure can be continued.
As in Section 2.2, to find in analytical form the radial distribution of links of a polymer chain adsorbed
by a charged nanoparticle of radius R, the potential energy (2) of the interaction of an atom with a nanosphere

4.0 =V (R)—ad(r—r )+ 22% ”Q
]

should be replaced by a simple model potential Vs + “solid wall — delta-
functional well”.

The solutions v, 9 (r) of equations (26) without taking into account the effects of the self-consistent field

6¢,,
2
a;,kT

are then written in the form (13), where the parameters ¢,, = — are the roots of two transcendental

equations of type (15).
The only roots of these equations correspond to functions v/ 2)(r) whose squares give the desired

expressions for the radial distributions n(o) (r)= 1//1(02)2 () of the density of links of chains 1 and 2.

2.5 Calculation of field potentials and interaction energy of adsorbed polyelectrolyte chains
The Green's function of the two Laplace equations in (26) of the external Dirichlet problem (#>R) for a
ball has the form

G(r,0,¢;r,,6, ¢0)_—{L— R J 27

4\, T Ty,
The point M; is the conjugate point of My relative to the surface of the sphere. Then the zeroth

approximation potentials gol(g) () outside the sphere (#>R) can be written in quadratures
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o0

P, (r) = Jsin GOdHOJ e W s (1)G(r,0,8;1,,6,,4,)27r; dr,- (28)
0

R
The interaction energy of chains in some cases may be of independent interest and is determined by
integrals

Win,(r),n,(r)] :J e, (r)g, (ramr’dr :j e, (N, (raar’dr
X A . (9)

3. Molecular dynamics simulation

Molecular dynamics (MD) simulations were performed for polypeptides on the surface of a gold
nanoparticle with a radius of about 3 nm [25]. MD simulations were performed using the NAMD 2.14 software
package [26]. A number of combinations of polypeptides, each 100 units long, were considered:

1) one macromolecule of histidine His amino acid residues,

2) two macromolecules of histidine amino acid residues — the HH polypeptide complex,

3) one polypeptide of histidine His units, and the other of glutamic acid Glu units — the HG polypeptide
complex.

The following pH range was chosen: from 4 to 7.6. At pH=4, all polyhistidine units have a positive
charge, and at the isoelectric point for histidine pInis<7.6, all units become uncharged His’. As the pH increases
in this range, some amino acid residues change their charge and become neutral [27]. A number of macrochains
with different charged units were considered:

1) polypeptide Hisioo (total charge of the macrochain +100¢) - corresponds to a hydrogen index level of
pH~4;

2) polypeptide (His,His’His)zs (total charge +75¢) - pH=5.5;

3) polypeptide (His’His)so (total charge +50¢) - pH=6;

4) polypeptide (His®;HisHis)»s (total charge +25¢) - pH=6.5;

5) polypeptide (His’sHisHis%)o (total charge +10e) — pH=7;

6) polypeptide His100 (uncharged macromolecule) at isoelectric point plnis=7.6.

For polypeptides, the CHARMM36 force field was used [28-29]. The interaction with the gold
nanoparticle was described by the Lennard-Jones potential [30]. Long-range electrostatic interactions were
calculated using the particle—-mesh Ewald (PME) method [31]. The entire system was contained in a cube with
25 nm edges containing TIP3P water molecules [32]. MD simulations were initially performed at a constant
temperature of 600 K and at 300 K in the final portion of the trajectory. This allowed us to reach deeper minima
in the macrochain's conformational energy, including over a shorter trajectory. To monitor the attainment of
equilibrium conformations, we monitored the change in the root-mean-square distance (RMSD) between
polypeptide atoms in different conformations. The simulation time reached 30 ns with a step size of 1 fs. Three
different starting conformations were considered for each combination of macrochains.

Initially, the polymers were located near a neutral gold nanoparticle. In this case, a single polyhistidine
or a pair of polyhistidines in the HH complex in the starting conformation were at the isoelectric point. As a
result of the simulation, adsorption of a single polyhistidine (Fig. 1a) and two polyhistidines (Fig. 5a) on the
surface of an uncharged gold nanoparticle was observed. The obtained equilibrium structures of polypeptides
at the isoelectric point were subsequently used as starting points in modeling with a lower pH value.

The macrochains in the HG complex at the initial moment of time were at a hydrogen index value of
pH=5.5, that is, when most of the polyhistidine units were positively charged, and the polyglutamate units
were negatively charged by approximately 90 percent - (GlusGlu°Glus)io (the parameters of which were set in
the same way as in [33]). Therefore, a polymer complex of two oppositely charged macromolecules of
polyhistidine and polyglutamate (Fig. 7a), intertwined with each other, was formed on the surface of the
nanoparticle. Subsequently, during modeling for this nanosystem, the pH level increased, and the hydrogen
index values were taken in the range from 6 to 8, in which all polyglutamate units were negatively charged.
The following values of the surface charge density of the nanoparticle were considered: +c, £26, +50, +100,
+200, where 6=0.2e/nm?, 26=0.4e/nm?, 56=1e/nm?, 106=2e/nm?, 20c=4e/nm? (the partial charge of the atom
on the surface is £0.01e, £0.02¢, £0.05¢, £0.1e, and +0.2¢, respectively [34]).
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4. Results

4.1 Conformations of a single homogeneous polypeptide on a charged gold nanoparticle with
changing pH

Molecular dynamics simulations of single polyhistidine at an isoelectric point of pluis=7.6 revealed
polymer adsorption on the nanoparticle (Fig. 1a). As the pH value varied, the rigidity of the polyelectrolyte
macrochain increased. At a low polyelectrolytic level, the adsorption pattern was similar to that observed at
the isoelectric point. If the degree of polyelectrolyticity was high, then the macrochain initially compactly
adsorbed on the surface of the nanoparticle began to unfold with the release of loops into the surrounding space
(Fig. 1c). This type of adsorption is typical of highly charged polyelectrolytes [35]. Figure 2a shows that the
strongest decrease in the density of polymer atoms is observed at the lowest pH~4 value considered.

Fig. 1. Single polyhistidine on the surface of an uncharged gold nanoparticle after simulation at the isoelectric point
pluis=7.6 (a), as well as at pH=6 (b) and pH~4 (c). Uncharged amino acid residues HisO are shown in gray, and
positively charged His are shown in red.
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Fig. 2. Radial dependences of the average atomic density of a single polyhistidine on an uncharged gold
nanoparticle (a), as well as on a charged gold nanoparticle with a surface density of +2c (b), +50 (c), and -5c (d) at
different pH levels.
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If the nanoparticle was negatively charged, the positively charged polyhistidine units were attracted to
the surface of the nanoparticle. This was most pronounced when the degree of polyelectrolyticity of the
polypeptide was high. The swollen polyelectrolyte fringe at pH=4 on an uncharged nanoparticle (Fig. 1¢) was
compressed on a negatively charged surface (Fig. 3a). When the nanoparticle was positively charged, the
charged polyhistidine units were repelled from the like-charged surface. This led to the macromolecular corona
first swelling, followed by polyelectrolyte desorption.

Figure 3b shows that at a surface charge density of +5c and a pH of =6, desorption of a significant polymer
fragment is observed. When the pH level was equal to pH=~4 and pH~=5.5, polyelectrolyte desorption occurred
at a surface charge density of +50, while at pH=6 the polypeptide desorbed at +10c, and at pH~6.5 — at +20c.
At pH~7, macrochain desorption did not occur; however, the polyelectrolyte flake swelled significantly at
+20c compared to the neutral surface of the nanoparticle, when the polypeptide conformation was similar to
the polypeptide conformation at the isoelectric point. Figures 2b and 2c show that, for the same nanoparticle
charge, the density of polypeptide atoms near the nanoparticle surface varies significantly at different pH
values. The lower the pH, the more severe the loosening of the macrochain fringe on the positively charged
surface (Figures 2b and 2c). When the nanoparticle was negatively charged (Figure 2d), the radial atom density
distribution curves were very close to each other due to the fact that the positively charged macrochain was
adsorbed on the nanoparticle.

Fig. 3. Single polyhistidine after simulation on the surface of a gold nanoparticle charged with a surface charge density
of -5¢ at pH~4 (a), and at pH~6 and +56 (b). Uncharged amino acid residues HisO are shown in gray, and positively
charged His are shown in red.

Figure 4 shows that for polypeptides with varying degrees of polyelectrolyticity, the conformational
structure of the macromolecular corona around the nanosphere changes from dense to swollen over different
ranges of surface charge density.
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Fig. 4. Radial dependences of the average atomic density of adsorbed single polyhistidine at different surface
charge densities of gold nanoparticles at pH=4 (a) and pH=7 (b).
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For a highly charged polymer molecule (Fig. 4a, pH = 4), the polymer layer begins to swell at a surface
charge density of -o, i.e., with a charge opposite to that of the macrochain. For a polyelectrolyte with a low
degree of polyelectrolyticity (Fig. 4b, pH=7), swelling of the macrochain fringe begins to occur only at a
surface charge density of the nanoparticle of +5c, at which polyhistidine at pH~4 has already desorbed.

4.2 Conformations of two identical polypeptides on a charged gold nanoparticle with changing
pH

In the case of MD simulation, at the isoelectric point of two identical polypeptides on a spherical gold
nanoparticle, both macrochains were adsorbed on its surface, partially intertwined with each other (Fig. 5a).
As the pH level decreased, the macromolecules began to repel each other, as they became equally charged.
With a small degree of polyelectrolyticity of polypeptides, the forces of electrostatic repulsion between the
macrochains were insufficient to overcome the van der Waals forces and shift them from each other by a
significant distance, therefore, the polypeptide fragments moved only slightly from each other. With a further
decrease in the pH level and, accordingly, an increase in the degree of polyelectrolyticity, the polypeptides
shift to different sides of the gold nanoparticle, repelling each other (Fig. 5b).

c d
Fig. 5. Two macromolecules of histidine units (HH polypeptide complex) on the surface of a neutral gold nanoparticle
after simulation: at the isoelectric point pluis~7.6 (a) and at pH~4 (b), as well as on a nanoparticle charged with a
surface density of -5¢ at pH~4 (c) and +5c at pH~6 (d). The first and second polypeptides are shown in red and blue,
respectively.

Figure 6a shows that with decreasing pH and increasing the degree of polyelectrolyticity of the
macrochains, there is a significant decrease in the concentration of units near the surface of the nanosphere. At
pH~4, the peak distribution for two macrochains decreased by approximately 30 percent compared to the peak
of this distribution at the isoelectric point (Fig. 6a). This decrease is much greater than for a single polypeptide,
where the peak distribution of polyelectrolyte atoms at pH~=4 decreased by approximately 13 percent compared
to the peak distribution at the isoelectric point (Fig. 2a). This indicates a stronger swelling of the polymer layer
with increasing polyelectrolyticity of two polyhistidines compared to a single macromolecule due to the
electrostatic repulsion between similarly charged polypeptides.
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Adsorption of positive polypeptide units in the HH binary complex occurred on the surface of a highly
negatively charged nanoparticle (-5¢ and below) at low pH. The loose polymer fringe on the neutral
nanoparticle (Fig. 5b, pH=~4) contracted and tightly enveloped the oppositely charged nanoparticle (Fig. Sc,
pH~4). Figure 6b shows the combined distributions of two polyhistidine macromolecules on a charged
nanoparticle with a surface density of -5c. It can be seen that the distribution curves for the HH polypeptide
complex with varying degrees of polyelectrolyte (pH<7) are very close to those for their adsorption at the
isoelectric point plyis=7.6.
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Fig. 6. Total radial dependences of the average density of atoms of two polyhistidine macromolecules on an uncharged
(a) and charged gold nanoparticle with a surface density of -5¢ (b), +20 (c), and +50¢ (d) at different pH levels.

As the nanoparticle charge increased, the polyelectrolyte fringe first swelled (Fig. 5d, +5¢ at pH=6), and
then the macromolecules desorbed. The sparsity of the polyelectrolyte fringe of two polyhistidines around the
gold nanoparticle at the same surface charge density depended significantly on the pH. Figures 6¢ and 6d show
that at lower pH, the distributions for the HH polypeptide complex are significantly lower at the same charge,
indicating significant swelling of the polyelectrolyte fringe. The lower the degree of polyelectrolyticity of the
polypeptides in the HH complex, the higher the nanoparticle charge value at which desorption of
macromolecules was observed: at pH~4 and pH~5.5 - at a surface charge density equal to +5c, at pH=6 - at
+100, at pH=6.5 - at +200, and at pH=7 no desorption was observed, as in the case of single polyglutamate.

4.3 Conformations of a binary polyhistidine-polyglutamate complex on a charged gold
nanoparticle with varying pH

At pH = 5.5, polyhistidine and polyglutamate in the HG complex were oppositely charged and attracted
to each other, intertwining (Fig. 7a). As pH increased, the charge of polyhistidine gradually decreased and
became zero at the isoelectric point pluis= 7.6, while the absolute charge of polyglutamate reached its maximum
at pH=6 and remained unchanged. The electrostatic attraction between the macrochains decreased with
increasing pH, while the interunit repulsion in polyglutamate increased. Therefore, polyglutamate was released
from its bond with polyhistidine and unfolded, releasing fragments into the space surrounding the nanoparticle
(Fig. 7b). Meanwhile, polyhistidine remained folded on the surface of the gold nanoparticle.



Eurasian Physical Technical Journal, 2025, 22, 4(54)

ISSN 1811-1165; e-ISSN 2413-2179 17

a
i P, kDa/nm®
il —=—pH=55
r —e—pH=6
] —s—pH=x6.5
0.3 e pha7
—+—pH=7.6
0.2
”‘m{'x\g,'
0.1 :;! N
s,
0.0 Aot . —
3.0 3.5 40 ¢ nm45

0.2

0.1+

p, kDa/n m’

b
A —u— 1-pH~5.5
[ s —e—1-pH=6
'/ —s—1-pH=T7.6
—v—2-pH~5.5
—+—2-pH=6
—+—2pH~7.6

35 40 pnmedS

Fig. 7. Macromolecules of polyhistidine (red) and polyglutamate (blue) after simulation on the surface of an uncharged
gold nanoparticle at pH=5.5 (a) and pH~7.6 (b). Total radial dependences of the average density of polypeptide atoms
in the HG complex (c), as well as radial dependences of the average density of polyhistidine (d, curves 1) and
polyglutamate (d, curves 2) atoms in the HG complex separately on the surface of an uncharged gold nanoparticle at

different pH levels.

Fig. 8. Macromolecules of polyhistidine (red) and polyglutamate (blue) after simulation on the surface of a gold
nanoparticle charged with a surface density of -5¢ at pH=7.6 (a) and pH~6 (b), at -10c and pH=6 (c), at +10c and
pH=5.5 (d).
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Figure 7c shows the total distributions of polyhistidine and polyglutamate atoms in the HG complex at
different pH levels on the surface of a neutral nanoparticle. It is clear that as the pH increases, the distribution
curves become very close to each other, decreasing slightly at pH = 7.6, when polyglutamate is maximally
released from its bond with polyhistidine. A different picture is observed for the distributions of polyhistidine
and polyglutamate atoms in the HG complex, constructed separately for each polypeptide (Fig. 7d). With
increasing pH, the distributions for polyhistidine and polyglutamate behave differently: the curves for
polyglutamate decrease, while the peak values of the distribution for polyhistidine increase (Fig. 7d).

The decrease in the concentration of polyglutamate atoms near the surface of the nanoobject is associated
with the unfolding of the polymer with increasing pH (Fig. 7b). And the increase in the concentration of
polyhistidine atoms near the surface is associated with the substitution of desorbed polyglutamate units (Fig.
7b). At pH=7.6, polyhistidine was uncharged at the isoelectric point, so on the negatively charged surface of
the nanoparticle, the negatively charged polyglutamate was repelled from the nanoparticle, and the polymer
corona swelled. At a surface charge density of -5o, polyglutamate was almost completely desorbed, retaining
itself in the HG complex due to entanglement with polyhistidine and pulling its loops into the surrounding
space (Fig. 8a). On a positively charged nanoparticle at pH=7.6, the fringe swollen due to the unfolding of
polyglutamate (Fig. 7b) was compressed due to the electrostatic attraction of the negatively charged
polyglutamate to the surface. On a positively charged nanoparticle, a mirror image was observed when the pH
level was reduced. The lower the pH level, the greater the degree of polyelectrolyticity of polyhistidine, and it
was increasingly repelled from the surface of the nanoparticle (Fig. 8d). And polyglutamate, on the contrary,
was increasingly attracted to the positively charged surface. A polymer fringe was formed, in which
polyglutamate was concentrated at the surface, and polyhistidine was at the periphery. Thus, the structure and
swelling character of the fringe from the HG polypeptide complex changed significantly with changes in both
the surface charge and the pH level. Figure 9a shows the total distributions for the HG complex depending on
the charge density on the nanoparticle surface at pH=5.5.

It is evident that with an increase in the absolute value of the nanosphere charge, the total density of
polypeptide atoms decreases. This is due to the swelling of the polypeptide fringe of two oppositely charged
macrochains, since the macrochain charged like the nanoparticle shifts to the periphery. Therefore, the curves
of the radial dependences of the average density of polyhistidine (Fig. 9b) and polyglutamate (Fig. 9c) atoms
behave differently with a change in the nanoparticle charge at pH=5.5. For polyhistidine (Fig. 9b), the atomic
density at the surface of a negatively charged nanoparticle slightly increases compared to a neutral
nanoparticle, while it decreases significantly on a positively charged surface. In this case, the density of
polyglutamate atoms changes in a mirror image when the charge of the nanoparticle changes (Fig. 9c). And at
pH~7.6, when polyhistidine becomes neutral, the negatively charged polyglutamate macrochain is repelled
from the surface (Fig. 8a), so the density of polyglutamate atoms at the surface of a negatively charged
nanoparticle decreases significantly (Fig. 9d). Figure 10 shows the radial dependences of the average density
of polyglutamate atoms at different pH levels at -5¢ (Fig. 10a) and +5c (Fig. 10b). It is evident (Fig. 10a) that
with increasing pH, the number of polyglutamate atoms near the surface decreases significantly due to the
release of polyglutamate from adhesion to neutralizing polyhistidine and the repulsion of polyglutamate from
the surface. On a positively charged nanosphere (Fig. 10b), with increasing pH, the density of polyglutamate
atoms increases slightly due to displacement toward the surface after release from polyhistidine.

4.4 Results of calculations based on the mathematical model
To compare the calculation results based on the analytical model with the MD simulation data, Fig. 11 a,

b, ¢ shows the graphs of the radial dependences of the conformational functions y(r)= F(r) = F;"" (r) for
different signs of the charge parameter @ =1—k, Kk =+ | k'|. Curves 1 in all three Figures 11 a, b, ¢ correspond
to the same signs of the charges of the spherical nanoparticle and the polymer chain links: g0>0 , therefore
the maxima of the curves y(r)=F(r)= E)l " (r) at the points ry of the minimum potential are located below

the maxima of curves 2, which are calculated for the case of ¢Q<0, i.e., with the appearance of additional
attraction of the charged chain links to the nanoparticle surface. Curves 1 are characterized by a more gradual
attenuation in the asymptotics, as should be the case of swelling of the polymer corona.
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Fig. 9. Total radial dependences of the average density of polypeptide atoms in the HG complex (a), as well as radial
dependences of the average density of polyhistidine (b) and polyglutamate (c) atoms in the HG complex separately at
different surface charge densities of the gold nanoparticle at pH=5.5, as well as radial dependences of the average
density of polyglutamate atoms at pH=7.6 (d).
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Fig. 10. Radial dependences of the average density of polyglutamate atoms at different pH levels with a surface charge
density of gold nanoparticles of -56 (a) and +5¢ (b).

For large values of the charge parameter modulus | x|=

314921 —o. 9 for Fig. 11a versus 0.2 for Fig. 11b
a*kTq, 9

and 0.1 for Fig. 11c, curves 1 and 2 exhibit a larger amplitude of divergence of the function F with changes in

the radial variable in Fig. 11a compared to Fig. 11b and Fig. 11c. That is, for uncharged nanoparticles or

electrically neutral polymer chains, curves 1 and 2 coincide. To cover a wider range of values, the radial

variable of the function F is expressed in dimensionless rq units.
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r=0.9

Fig. 11. Radial dependences of conformational functions for different signs of the charge parameter:
1- g0>0, 2— g0<0 and three values of its modulus: 0.9 (a), 0.2 (b) and 0.1 (c).

Thus, the theoretical model proposed in this paper qualitatively accurately conveys the observed features
of the interaction of two polyelectrolyte chains with a charged nanoparticle, revealed by MD simulations with
specific adsorbed polypeptides upon changes in the solution pH and the nanoparticle charge.

5. Conclusion

The conformations of homogeneous polypeptides adsorbed on the surface of a charged spherical gold
nanoparticle are significantly restructured with changes in the pH level and charge of the nanoparticle, and in
the case of adsorption of two polypeptides on a nanoparticle, the structure of the macromolecular fringe
depends significantly on the combinations in which the polypeptides are found in the binary complex.

A single homogeneous polypeptide adsorbed on a neutral gold nanoparticle unfolds from a tangled ball
structure when the pH level deviates from the isoelectric point, and the polymer fringe around the nanoparticle
begins to swell. On an oppositely charged nanoparticle, the swollen polyelectrolyte fringe contracts, while on
the surface of a similarly charged nanoparticle it swells (up to desorption) as the pH level deviates from the
isoelectric point.

Two identical homogeneous polypeptides adsorbed on an uncharged gold nanoparticle begin to repel and
shift from each other along the surface when the pH value deviates from the isoelectric point. Since the size of
the nanoparticle is much smaller than the length of the macrochain, the desorption of polypeptide fragments
in the binary complex begins at a lower degree of polyelectrolyticity of the macromolecules and the rarefaction
of the peptide layer on the surface of the neutral nanoparticle was stronger than for a single macrochain at the
same deviation of the pH level from the isoelectric point.

On the surface of a neutral gold nanoparticle, oppositely charged macrochains were tightly intertwined.
On the charged nanoparticle, the macromolecule with the same charge as the nanoparticle shifted to the
periphery, while the oppositely charged polyelectrolyte remained near the surface. This created two layers of
different types of polypeptides within the polymer crown, which swelled significantly. Upon reaching the
isoelectric point of one of the polypeptides, the charge of the second polypeptide became uncompensated.
Therefore, the second charged polypeptide began to unfold and disengage from the first uncharged
macromolecule. On the nanoparticle, which was oppositely charged relative to the second polypeptide, the
macromolecular crown contracted. And if the nanoparticle was charged in the same way as the second
polypeptide, then it shifted to the outer side of the polymer fringe and could desorb faster, the higher the
absolute value of the nanoparticle charge was, and the pH level was closer to the isoelectric point of the first
polypeptide.

To describe the conformations of adsorbed charged macrochains, a mathematical model based on a closed

self-consistent system of equations for conformational functions ¥/, (r) and electrostatic potentials ?ia (r) is

proposed. To take into account the volume interactions of chain links, self-consistent field potentials were
introduced into the model using the Edwards method. Obtaining solutions to the closed system of differential
equations is based on an iterative procedure. The proposed model qualitatively correctly conveys the observed
features of the interaction of two polyelectrolyte chains, revealed as a result of MD simulation with specific
adsorbed polypeptides with changes in pH and nanoparticle charge.

Thus, such changes in polypeptide conformations can be used to create pH-sensitive nanoprobes,
nanocontainers, and elements of various biochemical sensors. If small functional molecules are introduced into
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the polypeptide edging, then when the pH level changes with a change in the conformations of the
polypeptides, a shift of the introduced small molecules relative to the surface of the nanoparticle or their release
from the polymer edging will occur. This nanosystem can be used as a pH-sensitive container for targeted
delivery of drugs with their controlled release at the final destination. If molecules of organic dyes are included
in the polymer edging, then the pH-sensitive change in the distance between them, as well as the change in the
distance between the dyes and the plasmonic nanoparticle, can be used as a method for controlling the
efficiency of the luminescent signal of this hybrid nanosystem, since the various channels of deactivation of
the electronic excitation of photoactive molecules depend significantly on the spatial arrangement of the
molecules relative to the plasmonic nanoparticle.
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Abstract. In this work, titanium oxynitride films were obtained on the surface of glass and silicon substrates
by magnetron sputtering in a mixture of argon-oxygen-nitrogen gases. The thickness of the obtained films, their
deposition rate, and surface morphology were estimated depending on the type of substrate. The optical and
electrical properties of films produced on the glass surface have been studied. A comparison of optical data with
literature data showed the formation of amorphous films with a composition close to the stoichiometric
composition of TiO;27No49. The results showed that the obtained properties correspond to the literature data,
which opens up new prospects for the use of the obtained titanium oxynitride films as an active element of
memristors, and in other important areas of modern materials science.

Keywords: Titanium oxynitride, thin films, magnetron sputtering, absorption spectrum, electrical resistivity.

1. Introduction

Currently, memristors are one of the promising areas for creating an element base for use in
neuromorphic applications and as elements of non-volatile memory [1-3]. The first experimental results on
the manufacture of memristors were obtained on the basis of thin films of titanium dioxide TiO; [4]. Further,
in the course of numerous research works, memristors based on various inorganic and organic materials were
obtained. Fairly large number of inorganic materials with a memristive effect are known: oxide materials
such as TiOx, HfOy, AlOy, TaOy, VOx etc., oxides of rare earth metals: Y, Ce, Sm, Gd, Eu, Pr, Er, Dy, and
Nd; perovskites: SrTiO3;Bay,7Sr3Ti03, SrZrO;, BiFeOs, as well as metal nitrides [5-8].

Titanium compounds such as titanium oxide and titanium nitride are materials on which a memristive
effect is obtained or used as electrodes for memristors [4, 9, 10]. Memristors based on titanium oxynitride
(TiOxNy) were also obtained in [11]. Titanium oxynitride occupies an intermediate state between titanium
oxide and titanium nitride in its physico-chemical properties. It is possible to obtain materials similar in
properties to titanium oxide or titanium nitride by changing the concentration of oxygen and nitrogen in
TiOxNy films. Memristors based on titanium dioxide films with an admixture of copper were manufactured
in [12]. Modification of films with copper leads to a significant improvement in the basic memristive
characteristics compared with titanium dioxide-based storage devices. It is shown that the use of these films
in the memristor structure makes it possible to increase the ratio of the state with high electrical resistance to
the state with low electrical resistance by more than 10? times.

Recently, interest in titanium oxynitride films has been growing as a promising material for use in
biomedical applications [13], for photocatalysis [14] and as plasmonic materials [15]. Various synthesis
methods are used such as pulsed laser deposition [14], magnetron sputtering [16] ion beam deposited [17]
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low-pressure metal-organic CVD [18] etc. Despite numerous studies in this area, there are issues that, when
considered, will allow us to optimize the technology for producing thin films of titanium oxynitride and
better determine their physical and chemical properties.

In this paper, the optical and electrical properties of thin titanium oxynitride films obtained by
magnetron sputtering are investigated. During the production of films, a mixture of oxygen and nitrogen
gases was introduced into the volume of the working chamber simultaneously with argon in proportion to
their concentration in the atmosphere. This suggests that titanium oxynitride films can be produced using the
addition of a small volume of air.

2. Materials and experimental details

The magnetron sputtering method was used for obtaining titanium oxynitride films. It was used a
modernized NNV-6.6-11 installation [19]. The installation was equipped with a plasma source with a hot
cathode "PINK" and a dual magnetron sputtering system with two planar magnetrons and targets. The targets
with a diameter of 100 mm are made of titanium grade VT-01. Preliminary, prepared samples were placed in
the installation chamber on a rotating substrate holder. Vit-3 vacuum meter was employed for pressure
control in the chamber. The chamber was evacuated for an hour until a vacuum of 10 Pa was achieved.
Then argon gas was pumped into the chamber and a pressure of 10 Pa was achieved using the gas leakage
system. After switching on the "PINK" the samples were cleaned in argon plasma for 5 minutes. Then the
argon pressure was reduced to 102 Pa, and the dual magnetron was switched on in pulse mode with a
frequency of 30 kHz. The targets were "burned" for 2-5 minutes until stable parameters for current (1.17 A)
and voltage (522 V) of discharge combustion were reached. This was indicated by the absence of microarcs
on the target. Then, in addition to argon, a mixture of oxygen and nitrogen gases was introduced into the
system using a needle-type manual leak in the proportion of 4 parts nitrogen (N») and 1-part oxygen (O>).

The magnetron operated in the direct current mode. The gas feed rate increased until the discharge
voltage began to grow. The gas flow rate was fixed and the rotary table with the substrates fixed on it was
turned on. The substrate rotation speed was maintained constant. The thickness of the deposited layer on the
substrate depended on the deposition time and the magnetron discharge power. The coatings were deposited
for 15 minutes at a rotation speed of 2 revolutions per minute, with a discharge power of 0.6 kW. Air was let
into the chamber and the deposited samples were removed when the deposition process was completed.

Cover glasses and silicon plates were used as substrates. The described method yielded 5 films on cover
glasses and 2 films on silicon plates. The resulting films were golden in color, which is one of the proofs of
the realization of the synthesis of titanium nitride TiN or titanium oxynitride films (TiOxNy). To determine
the thickness of the obtained films, the substrates were weighed before the film was applied and with the
resulting film on an electronic scale RADWAG AS 60/220.R2 [20]. The film thicknesses were estimated
based on tabular values of TiOxNy material densities [21].

The dependence of the film density on its composition was constructed to estimate the density of
titanium oxynitride films in Figure 1, Supplementary Material (SM). This graph contains extreme points in
the form of titanium nitride (5.43 g/cm?) [22] and amorphous titanium oxide films (3.0 g/cm?®) [23]. The
density of titanium oxynitride films (4.25 g/cm?®) was taken as an intermediate value [24]. The film
composition was established by comparing the absorption coefficient of the films (o) from the wavelength of
light with the literature data.

Data on the substrates used, and the average values of the thicknesses of the films obtained and the
deposition rates are shown in Table 1. Sample number 1 was submitted for surface properties studies using
electron and probe microscopy methods, therefore optical and electrical studies were carried out with
samples 2-4.

Table 1. Main characteristics of the obtained films and the process of their application.

Substrate material Substrate area, cm? Film thickness, nm Film spraying rate

Cover glass 3.28 91.9+ 1.7 (P=0.95) 6.13 nm/min

Silicon substrate 1,54 2443 16.3 nm/min
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The morphology of the films was studied using a NIST-NT atomic force microscope and a Hitachi
3030TM scanning electron microscope (SEM). The composition of the films was measured by EDX (Energy
dispersion X-Ray spectroscopy) on a Hitachi 3030TM SEM. The optical properties of the films were studied
using a Solar CM2203 spectrofluorometer. The electrical resistance of the films was measured using a two-
probe method according to the method [25].

3. Results and discussion

The surface morphology of the obtained TiONy films is shown in Figure 1. The films obtained on
silicon is fine-grained with a uniform grain distribution (Figures 1, a). The film on glass has large grains
unevenly distributed over the surface in addition to small grains. Thus, the film obtained on the silicon
surface has a less rough surface. The side view for the films is shown in Figure 2, SM. The results of the
study of the morphology of the surface of the obtained films on SEM showed the absence of visible
microdefects (Figure 3, SM).

a) b)
Fig.1. AFM images of films with an area of 10 x 10 um obtained on a silicon surface (a) and on a glass surface (b).

The results of film composition measurements by the EDX method on silicon substrates are presented
in Figure 2. The spectrum contains small peaks corresponding to the characteristic radiation of the elements
Ti, N, O, and the main peak belongs to silicon since the obtained films are thin.
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Fig.2. EDX spectra of a film sample on a silicon surface:
a) full spectrum; b) enlarged fragment in the range up to 2 keV
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Fig.3. The absorption spectrum of films (a) and the dependence of the absorption coefficient (o) on energy.

The EDX spectra confirmed the presence of titanium (peaks corresponding to energies of 0.4, 4.5 keV,
etc.), nitrogen (0.3 keV), and oxygen (0.5 keV). The content of the elements by weight (wt.%) above 1%
(measurement error). This allowed us to conclude that the Ti, N and O elements are present in the film.

The distribution map of the elements over the sample surface is shown in Figure 4, SM and the
distribution maps of each element separately are shown in Figure 5, SM. The data obtained show that the
distribution of all elements over the film surface is uniform. Figure 3, a, b shows the absorption spectra of
several films on the surface of cover glasses. The spectral curves show an increase in optical density in the
wavelength range from 450 nm to 1100 nm, Figure 3, a, which corresponds to energy values from 2.7 eV to
~ 1.1 eV. A comparison of the spectra obtained in the work (Figure 3, a, b) with the literature data [14, 15]
shows that the studied films have an amorphous structure [14] and are similar in properties to samples with
the stoichiometric composition TiO1.27 No49 [15].
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Fig.4. Dependency graphs (a¢hv)? = f(hv) (a) and (ahv)'? = f(hv) (b).

The graphs of the dependences of (ahv)? and (ahv)!? on the parameter hv are shown in Figure 4. As a
result, the values of the band gap were obtained for these graphs: for the graph (ahv)* hv, the value Eg ~ 4.0
eV was obtained, for the graph (ahv)"?/ hv — Eg ~ 2.8-2.9 eV. The value of the optical band gap Eg = 4.12
eV was shown in [26] for nanocrystalline TiNxO;« films. This result was obtained from the graph of the
dependence (chv)? / hv. Therefore, this result indicates the synthesis of titanium oxynitride films. However,
in [14], the values of the band gap for films of 1.60 eV-1.64 eV were obtained. Therefore, this issue requires
further research. It should also be emphasized that similar values of the band gap were obtained for TiO>
films of the crystalline modification of brookite Eg> 3.5 eV for the (ahv)?/ hv graph (direct allowed
transitions of TiO;) and Eg ~ 2.9-3.2 eV for the anatase and rutile modifications of titanium dioxide (indirect
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allowed transitions) [27]. The difficulty in determining the optical band gap of titanium oxynitride may be
due to the fact that titanium oxynitride is represented predominantly by the amorphous phase of this
substance. This is indicated by a comparison of the data in the Figure 3, a with the literature data [15].

The electrical resistivity of TiOxNy films was measured using a two-probe method (Figure 5). The data
obtained for some samples are shown in Table 2. A comparison of the values of specific resistance obtained
in the work with literature data was carried out. The results of the comparison showed that the specific
resistance of the obtained films is in good agreement with the available literature data [28-30]. In this case,
the obtained values of the electrical resistivity of the films corresponded more closely to the values of the
resistances of titanium nitride TiN; films than titanium oxide TiO,.

Fig.5. Scheme of measuring specific resistance using the two-probe method:
I - the current flowing through the film under study, S - the area of the films; I - the distance between the probes;
U - the measured voltage between the probes.

Table 2. Electrical resistivity of TiONy films

Ne, sample I (mA) S (m?) L, (cm) U (V) p (Ohm*cm)
2 1.4 0.18*10°° 0.4 0.707 0.227*%1073
3 1.4 0.17*%10¢ 0.4 2.38 0.7225*107
4 1.4 0.18*10° 0.4 2.396 0.766*1073

Thus, the conducted studies have shown that in the process of magnetron deposition of titanium in a
working chamber with a mixture of argon, nitrogen and oxygen gases, titanium oxynitride films with an
amorphous structure were obtained. Analysis of the optical and electrical properties of the obtained films
showed that these data correspond to literature data.

4. Conclusion

In this work, thin films of titanium oxynitride on glass and silicon substrates were obtained by
magnetron sputtering in an argon atmosphere with the additions of oxygen and nitrogen. It is shown that the
type of substrate influences the surface morphology, with films on silicon being characterized by a more
uniform and fine-grained structure. Elemental analysis confirmed the presence of Ti, O, and N and their
uniform distribution over the surface of the films. The analysis of the optical spectra showed that the
obtained films have a predominantly amorphous structure and are similar in their properties to the
composition of TiO4.,7Ng.49, Which is consistent with the literature data. The estimation of the band gap
yielded values comparable to the published results for titanium oxynitride and titanium dioxide films. The
measured electrical resistivity values are in good agreement with the known data and are closer to the
characteristics of titanium nitride than titanium dioxide. This confirms the intermediate character of the
electrophysical properties of titanium oxynitride between the oxide and nitride phases. The scientific novelty
of the work lies in the production of TiOxN, films with reproducible optical and electrical properties using a
gas mixture similar in composition to atmospheric air.
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The practical significance of the results is related to the possibility of using the obtained films in
memristor structures. The prospects for further research include optimizing the composition of films and
studying their memristive characteristics.
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Abstract. Using methods of mathematical physics, a comprehensive simulation of the short-range order in
FessPi2 and CrssCiz alloys produced by electrodeposition was carried out. As the initial configuration for modeling,
the crystal structure of the base metal was selected. Numerous experimental studies, including X-ray diffraction
and electron microscopy analyses, have indicated that in metal-metalloid alloys, surface microstructures
predominantly exhibit ellipsoidal morphologies. Based on these experimental observations, it was hypothesized that
the macroscopic ellipsoidal formations observed on the alloy surfaces are composed of clusters with relatively
simple geometric configurations, such as spheres or ellipsoids. The results of the simulation revealed that these
clusters possess characteristic sizes not exceeding 30-50 angstroms, and their vectorial growth predominantly
occurs along a single radial direction relative to the substrate surface. This anisotropic growth behavior is
attributed to differences in local atomic bonding energy and diffusion kinetics, which drive the preferential
alignment of cluster development. Moreover, it was established that the spatial distribution and size uniformity of
the clusters significantly influence the overall mechanical and physicochemical properties of the coatings, including
hardness, wear resistance, and corrosion stability. The combination of modeling outcomes with empirical data
provides valuable insight into the microstructural evolution mechanisms governing electrodeposited metal-
metalloid systems. These findings can serve as a basis for optimizing the electrodeposition parameters to tailor the
surface structure and enhance the performance characteristics of functional coatings.

Keywords: amorphous state, electrodeposition, modeling, clusters.
1. Introduction

Amorphous and nanocrystalline metal alloys obtained by electrodeposition have a set of unusual physical
and chemical properties and are a new class of promising materials of undoubted theoretical and practical
interest. The structural state of metallic amorphous and nanocrystalline alloys is characterized by close atomic
order and, unlike crystals, by the absence of translational symmetry in the arrangement of atoms. All
amorphous materials have a short-range order, which is also called topological (or configurational), and the
ordered distribution of different kinds of atoms is called the chemical (compositional) short-range order. Since
it is problematic to obtain pure metals in an amorphous state, metalloid atoms are introduced to produce them.
In the case of two- and multi-component systems, the concept of “near order” includes the spatial distribution
of atoms regardless of the grade and mutual distribution of different-grade atoms [1-3]. The creation of
promising and improvement of existing metal alloys for protective coatings using electrolytic deposition is
impossible without establishing the mechanism of their formation and growth. Currently, there is no single
theory of deposition of metal alloys depending on the conditions of their formation, which leads to great
difficulties in interpreting the properties of these materials. Numerous experiments on the electrodeposition of
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metal alloys show that the surface structures have different geometric shapes: two-dimensional surface shapes,
and in some cases, three-dimensional (three-dimensional) shapes. It is known that one of the most important
properties of the surfaces of fractal systems is the self-similarity property. If you select a small area in the
surface area occupied by a fractal cluster, the cluster areas will be similar to the shape of this cluster. For
clusters with random arrangements of atoms, it is necessary to use statistical particle sizes. During
electrodeposition, the growth of such clusters is observed mainly in the direction opposite to the movement of
metal ions and amorphizing elements [4-6]. The research of deposited metal pyrites with body-centered cube
grill (BCC) showed that the surfaces have ellipsoidal forms of fractal structure and can be studied by means
of fractal geometry, X-ray diffraction analysis and electron microscopy (Fig. 1-3). It has been found that the
shape that the surface takes during crystallization is very sensitive to the crystallization conditions, and
therefore it is impossible to establish the mechanism of surface growth from the growth of bulk forms. During
electrodeposition, an atomic deposition occurs, which forms clusters with different shapes that depend on the
orientation of the faces and the conditions of their growth in a certain direction. Surface fractal structures
influence various physical objects and phenomena, in particular, to explain the corrosion resistance and wear
resistance from the surface shape.
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Fig. 1. X-ray diffractogram of CrgsCi2 (1) and FegsP 12 (2) Mo-K, radiation.
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Fig.2. Surface morphology of CrssCi» alloy Fig.3. Surface morphology of FessP1» alloy
(REMMA-102-2) (REMMA-102-2)
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2. Material and methods of research

CrssCi2 alloys were obtained from an electrolyte of the following composition: KCr(SO4)2-12H.0 — 0.5
M, K2BOs — 0.5 M, (NH4).SOs — 2 M, HCOOH — 0.75 M, with pH adjusted to 3.0 and a temperature of
298 K. FessPi2 alloys were obtained from an electrolyte of the following composition (in g/L): FeSO4:7H-0
— 280, HsBOs — 30, NaH-PO: — 8%12. The pH was adjusted to 2.0-2.5 by the addition of a 5% H2SO4
solution. Deposition was performed using a unipolar pulsed current (i = 15-25 A/dm?) with a pulse repetition
rate (f =2-16 Hz) and a pulse duty cycle (Q = 2-4).

The identification of crystalline phases was carried out using X-ray diffractometry. X-ray diffractograms
were obtained on a DRON-3.0 diffractometer with monochromatic Mo-Ka radiation (using a curved LiF
monochromator) at measurement points with an interval of 0.1 degrees and an exposure time of less than 100
seconds per point, followed by averaging across five scattering intensity curves.

The quantitative composition and surface morphology were investigated using a REMMA-102-2
scanning electron microscope (SELMI), and the coating thickness was measured using a NU-2 optical
microscope (Carl Zeiss).

3. Results and discussion

Numerous experiments on the electrodeposition of alloys with volume-centered cubic lattices have shown
that ellipsoidal fractal forms grow (figs. 2 and 3). To establish the mechanism of fractal growth and their
structure, we will use the Brave-Donneuil-Harker rule, which states that the crystal habitus is formed with the
simplest plane indices, or the faces with the highest reticular atomic density have the lowest energy. For the
case of materials with the OCC structure, the bounding planes are the (110) and (200) faces. When deposition
by electric current occurs in the direction opposite to the action of the electric current, the deposition process
has one growth vector, and other growth directions are of secondary importance. Consider the growth of a
fractal structure in terms of the crystal structure of the base metal. As a result of deposition, crystallization
centers appear on the substrate, which determine the further growth of clusters. As a result, additional
crystallization centers appear on the formed clusters, which again form clusters of a similar shape. The shapes
of the clusters and their close order can be determined by modeling the main peak of the structural factor. Since
in this case, the deposition of Cr-C and Fe-P alloys has an amorphous structure (Fig. 1), it is necessary to
determine their close order and the most likely cluster shape.

It is well known that during the formation of nanocrystalline and amorphous alloys, changes in their
physical and chemical properties are observed. This always happens when approaching a certain critical size.
The research of the close order of amorphous and nanocrystalline Cr-C and Fe-P alloys with a volume-centered
cubic lattice structure allows us to establish the stability and sequence of crystallization processes. To
determine the close order of amorphous Cr-C and Fe-P alloys, a methodology for its modeling based on the
profile of the main peak of the structural factor is proposed. The profile of the main peak of the structural factor
was approximated using the model of the cluster structure of the amorphous state. According to the chosen
model, the expression for the diffraction peak profile takes into account the finiteness of the ordering regions,
their size distribution, and the relative rms displacements of atoms from the equilibrium position and is defined
by eq. [7-12]:

2 co
i(s0) = 22 exp (=) [7, V(D) 9(L, &) - e Dcos (syt)d. 1)

where Q, and Q;s- coefficients that take into account the effect of relative rms displacements of atoms from
equilibrium positions (#?) within the reflection plane on the height of the main peak of the structural factor,
g(L,t) - distribution of clusters by size, L- size of clusters, V(t)- unction of shape, } - coefficient, which
determines the effect of the relative root mean square static displacements of atoms in the direction
perpendicular to the reflection plane (during isothermal annealing y — 0), t - normal to a number of atomic
planes that reflect radiation within the investigated diffraction peak, sq = |s — Spax|- modulus of the scattering
vector.

The function V() is defined by the expression [9-11, 14]:

V@)=V [o()oE+1)d’%, 2)
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where V is volume of the cluster, and the function:
~ Lx eV
o(¥) = (3)

If the scattering region has v planar grids perpendicular to the primary beam, then the intensity of the
structural factor in the primary beam region (2) is converted to:

i(0) = const (1 +2¥0-1 (1 - g)) = const - v, (4)

For the scattering regions of disordered systems, the height of the main peak of the structural factor will
be lower than that of crystalline and volume-centered cubic lattice nanalloys, and their height will be
proportional to the size of this region. The coefficients Q. for the volume-centered cubic lattice structure are

equal 0,=0,98811 0,=0,9766 [9, 11, 15-20].
The need to introduce a function of cluster size g( L) distribution is dictated by the presence of clusters

of different sizes in real nonequilibrium alloys. In order to take into account the function of cluster distribution
by size, the profile of the main peak of the structural factor can be represented by the relation [9-10]:

i(sy) = [i(s,, L)g(L)dL . )

The distribution of clusters by size according to (5) takes into account scattering both on clusters and on
individual atoms and can be found by taking into account the energy of cluster formation:

(6)

E(L,P)= A~exp{— w}

kT

where U(L) is fraction of the cluster energy associated with its size and the energy of pairwise interaction of
atoms [13-14], E(P) is kinetic energy of the order region associated with the relative rms static displacements
of atoms relative to their position in the crystalline state. To express the energy (6.7), the distribution function
approaches the Gaussian distribution [9]:

L—{(L))?
M} -

1

L) =—"—exp| —
g (L) GL\/E p{ 20;
r(3n+2jr(3n+6)

— 6 6
where )
o.=1L (3n+4)
r
6

Relationship (5) cannot be directly used to analyze the profile of the main peak of the structural factor,
since neither the distribution parameters g(L) , nor the shape of the cluster areas. In this regard, the function

~1| ®)

I'(x) - gamma Euler function.

of distribution of clusters by size is used:
gL =p(L)-e"", ©)

where the variables p and B are determined by normalizing (9), and (L) is average size of the clusters.
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Then (7) is transformed to the form:

(s0) = 22 (- exp (=55 b () e 7 cos (spn2d (10)

dhkd

Expression (10) is a function of the main physical parameters of the close-order amorphous system that
characterizes the clusters, and the value () is determined in the process of modeling the profile of the main

peak of the cluster structural factor. The values of the gaps (8) between clusters in nonequilibrium alloys are
not constant, however, as a first approximation, we assume them to be the same for clusters of different sizes
if their shape remains constant [9]. The average size of a cluster is used to determine its average volume

<(L + d)3> 1 and the average volume that falls on the same number of atoms in the volume <(L +d+ 5)3> .

Table 1. The function of the shapeV(z) and dimensions L of the reflection {110} of the OCC structure [14].

Cluster shape Vix) I L Multiplicity
i i _3;43;2,13 3 3 1
tetrahedral bipyramid 1-Jt+ >+t Iy— = I+ = I+ S Iy aVv2 4
b Io—3I; +3I,— 1 av2 2
2) (1 _ t)3 0 1 2 3 a\/f
9 4 9 4
cuboctahedron 1— = 4 ¥ 2 Io— < I+ = I, aVv2 aVv2

Table 2. Parameters of CrgsP12 and FessPio, alloy clusters obtained by modeling the profile of the main peak of the
structural factor.

Alloy Main form of a, nm Aa, nm U?, nm™ S nm <L> nm A1 um
clusters ’
Crg:Cq2 cuboctahedron 0,28693 0,00216 0,0110 0,1510 3,4563 0,134
FeigsP12 cuboctahedron 0,28521 0,00254 0,0113 0,1321 2,5412 0,145

To determine the gaps between clusters, use the equation:

((L+d)3> — Dm/alloy
((L+d+6)3) Dm/cluster

(11)

where Dy /410y 18 macroscopic density of the alloy, Dy /ciuster 18 density of the clusters, 6 is average gap between
clusters.

We calculate the shape function based on the Bravé principle, which states that the crystal faces with the
highest reticular atomic density have the lowest surface energy. Let us consider the near-order models of the
densest lattices such as the volume-centered cubic lattice, where the total number of atoms in a cluster remains
constant, and the distance between parallel planes should be larger, the greater the reticular density and the
interplane distances with small indices. Suppose that the growth of the cluster occurs through a series of
successive states of equilibrium of the cluster with the surrounding atoms, i.e., at any given time, the surface
energy of the crystal has the lowest value for a given volume (Brave-Donneuil-Harker rule) [14, 21] by virtue
of the assumptions, it is possible to choose cluster shapes for the structure of a volume-centered cubic lattice
bounded by planes (110), (200) or a set of these planes. Table 1 shows the shape functions V(x) and the peak
profiles of the structural factors i(s) of the reflections (110) of the volume-centered cubic lattice structure.

In Table 1: a - means the length of the polyhedron edge, L- size of the cluster, and the length of the side

3 . .
edge a \/; For these forms of clusters of the volume-centered cubic lattice structure, there are several

orientations that lead to reflection from the {110} faces, but which have different functions V(x). Table 1 shows
the multiplicity of such orientations. If the multiplicity of Vi(x) is 4 and, Vax) is - 2, then
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i(s,) = (4i,(sy) +2i(s,))/ 6 due to the fact that the clusters do not have predominant orientations in the sample

volume. Considering these assumptions, it is possible to calculate the profile of the main peak of the structural
factor in an analytical form:

2s2
i(s0) = Go2 -y (L) -exp (=52 L (12)

where the values of the sub-integral expression / B in equation (12) are given in Table 1, and the values 7,

are determined by Eq:
n 2 2 E(E)
-1 s Y —s5\ ‘2 n!
I, = (—) —exp |[———— E —pk
2B B 44 — (n—2k)!k!

n—2k . SoY T
=2k So¥ _->
Z ( i ) Y So C°S<2ﬁ+2]

j=0

where E(n/?2)- an integer part of a real number, n /2, and

(n—iZk>:(n—Zk)-(n—21k:;1;...l.i(n—2k—i+1)’<n—02k>: 1

The modeling of the structure and average size of the clusters showed that the most realistic results are
obtained when the component of the external impulse is close to one. This indicates that the clusters do not
participate in translational and oscillatory motions, and one degree of freedom can be attributed to the radial
momentum of the cluster, since during electrodeposition the clusters grow in the form of ellipsoids. This fact
is confirmed by the analysis of the microstructure of CrssP1» and FessPi» alloys (Fig. 2 - 3), which shows that
during electrodeposition, the structure grows in the radial direction (under these conditions, ellipsoidal
formations on the surface). The modeling of the main peak of the structural factor showed that the near-order
of alloy clusters with volume-centered cubic lattice crystal lattices of the main metal have shapes close to
cuboctahedra, and their sizes do not exceed 30-50 nm ((Fig. 4 - 5 and Table 2).

I(s) I(s)

5 T 4 T
4 + i
3 4
2 -+
2 +
1 +-
1
0
0 -
15 15 20 25 30 35 40 45
S,nm™* S,nm?
Fig. 4. Modeling the profile of the main peak of the Fig. 5. Modeling of the main peak profile of the
amorphous CrgsCi» alloy: amorphous FegsCia:
1 - tetrahedral bipyramid, 2 - experimental peak of the 1 - tetrahedral bipyramid, 2 - experimental peak of the

structural factor, 3 - cuboctahedron structural factor, 3 - cuboctahedron.
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4. Conclusions

The conducted research focused on modeling the short-range order in amorphous CrssCi2 and FessPiz
alloys has established that the most probable form of clusters in coatings based on metals with a body-centered
cubic structure is the cuboctahedron. It was revealed that the shape and size distribution of CrssCi2 and FessP12
clusters within the surface structures are influenced by the deposition conditions, which ultimately determine
the morphology of the resulting coatings. It was also determined that during the deposition process, the vector
growth of clusters predominantly occurs in the radial direction, leading to the formation of ellipsoidal
microstructures. Understanding the mechanisms of cluster formation opens up new opportunities for the
development of advanced materials with enhanced performance and unique properties, which can be
effectively utilized across various industrial sectors.
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Abstract. New compounds based on cytisine and coumarin are of interest to the pharmaceutical industry
due to their promising biological activity. This activity, in turn, is closely related to the structure of the compound,
which is manifested in its specific electronic properties. This paper presents the results of a theoretical study of
the electronic and structural properties of recently synthesized N-(2-oxo-2H-chromen-3-carbonyl)cytisine. The
molecular structure of the ground and first excited states is established. Their structural features are considered,
taking into account their conformational diversity. The probabilities of vertical electronic transitions, which
determine the intensities of bands in the emission spectrum, are calculated. The obtained theoretical results are
compared with the measured luminescence spectrum of ethanol solution.

Keywords: cytisine, coumarin, complex, density functional theory, Ultraviolet—visible spectroscopy,
luminescence spectroscopy.

1. Introduction

Coumarin derivatives possess unique electronic properties, primarily manifested in their pronounced,
intense luminescence, which allows them to serve as luminescent markers including luminescent probes [1],
bioimaging marker [2], specific sensor [3, 4]. Another important feature is the biological activity exhibited
by coumarin derivatives. Among other potential applications, the antidiabetic [5], antimicrobial [6,7] anti-
inflammatory [8] and activity of a number of coumarin derivatives can be highlighted. The use of molecular
hybridization with other biologically active substances opens up prospects for the creation of new
compounds, thereby expanding the applications of coumarin derivatives. Of particular interest are
compounds containing cytisine, a natural alkaloid with a pronounced affinity for binding to neuronal
nicotinic acetylcholine receptors (nAChRs) [9]. This substance is considered an important factor playing a
significant role in the study of central nervous system functioning [9]. As has been shown previously (see,
for example, [10]), the biological activity of such complexes is closely linked to their molecular structure.
Therefore, an important issue is the consideration of the complex's properties, taking into account its possible
conformational diversity [9, 11, 12]. The object of study in this work is the recently obtained N-(2-oxo-2H-
chromene-3-carbonyl) complex [13]. In previous works [13, 14], its structure and optical properties were
investigated both in the crystalline state (vibrational properties, absorption in the UV-visible range) and in
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ethanol solution (NMR spectra and absorption in the UV-visible range). At present, the luminescent
properties of this compound remain unexplored.

The important reason for choosing luminescence spectra as research objects for the compounds
containing a coumarin moiety is the presence of coumarin strong luminescence that is sensitive to its state
[15]. This makes these compounds sensitive luminescent markers and probes [16]. This is especially
important in drug research, as it allows us to understand, for example, where they accumulate, whether they
undergo any reactions, or how they interact with proteins and enzymes. In this case, structure-sensitive
luminescence will serve to understand the state of the molecule, i.e., as a state indicator.

In this regard, the present work aims to theoretically study using quantum chemical approach the
structure of the molecule in its first excited state, the emission spectrum to the ground state, and compare it
with the experimental luminescence spectrum. The results obtained will represent a continuation of the
research on this substance, begun in the articles [13, 14], demonstrating novelty in the relevant aspects of the
electronic structure of the first excited state of this recently synthesized substance.

2. Materials and methods

2.1. Experimental technique

For the measurements, ethanol solutions of N-(2-oxo-2H-chromene-3-carbonyl) cytisine with a
concentration of 10° M were prepared. The starting material was synthesized according to the work [13].
Emission and luminescence excitation spectra were obtained on a Lumina fluorescence spectrometer
(Thermo Fisher Scientific) in reflection geometry. Excitation spectra were recorded in the range of 290-420
nm, and luminescence spectra were recorded in the range of 380-700 nm.

2.2. Theoretical approach

Quantum chemical calculations were performed within the framework of the density functional theory
with a hybrid exchange-correlation functional and a long-range dispersion correction wb97XD [17]. A
doubly split-valence Pople-type basis set € 6-31G(d,p) [18,19] and the Gaussian GO9W Rev. C program [20]
were used. The calculation was performed for a single molecule in an ethanol medium. The influence of the
medium was taken into account within the framework of the polarizable continuum model [21]. Optimization
of the considered molecules was carried out for the ground (So) and first excited states (S1) until the standard
criteria were met for the maximum and root mean squared residual forces on atoms and atomic
displacements.

3. Results and discussion

3.1 Structural peculiarities

The molecule of the complex under study consists of three main moieties: the cytisine moiety, the
intermediate moiety, and the coumarin moiety. A previous experimental and theoretical study [14] of the
conformational states of the complex in solution revealed the presence of four conformer states that can
transform into each other via internal rotations. Specifically, it was shown that the two lowest-energy
conformers are formed by rotating the cytisine moiety relative to the coumarin and intermediate moieties.
The other two conformers can be obtained from these conformers by rotating the coumarin moiety relative to
the cytisine and intermediate moieties. The potential energy of the latter two conformers is higher, making
them less populated at thermal equilibrium. Therefore, only the two lowest-energy states are considered in
this study. Their geometries in the ground (So) and 1st excited state (S;), determined by the method described
in section (2.2), are shown in Figure 1.

To designate the two conformational states under consideration, the notations 1 were additionally
introduced for the conformer observed in the crystalline state [13] and 2 for another conformer with a similar
energy. The total energies of the S;-1 and S;-2 states are -1221.057229 and -1221.041763 Hartree,
respectively. Thus, the energy of Si-1 is lower by approximately 9.7 kcal/mol. Moreover, a comparison of
the geometries of the ground (Se-1) and first excited states (Si-1) revealed a number of differences. Structural
parameters that differ significantly in different conformer states are listed in Table 1.

The most significantly difference are as follows. In the Si-1 state, the cytisine ring bordering the
transition region is significantly distorted. This is manifested by longer C2C5 and C13C10 bonds and a
shorter C5N9 bond and correlates with shorter O4H11 and O8H7 contacts. Much more significant changes
occur in the intermediate moiety and the a-pyrone ring of the coumarin moiety.
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Fig.1. Optimized geometries of So-1 (a), S¢-2 (b), Si-1 (c), and S;-2 (d) using the wb97XD/6-31G(d,p) method for the
case of a single molecule in an ethanol medium, which is taken into account within the framework of the polarizable
continuum model.

Table 1. Selected structural parameters for conformers 1 and 2 in ground (So) and excited (S;) states.

Parameter® Conformer and state
So-1 Si-1 So-2 Si-2
C2Cs5 1.545 1.559 1.546 1.547
C13C10 1.536 1.543 1.536 1.536
C5N9 1.456 1.447 1.456 1.457
CI10N9 1.460 1.461 1.458 1.459
NI9C45 1.360 1.394 1.358 1.359
C4504 1.228 1.237 1.227 1.238
C45C32 1.505 1.474 1.507 1.480
C32C31 1.462 1.418 1.462 1.425
C3108 1.211 1.229 1.211 1.219
C32C33 1.350 1.429 1.349 1.429
C31030 1.368 1.398 1.367 1.414
030C44 1.365 1.370 1.366 1.345
C33C35 1.436 1.400 1.438 1.391
O4H11 (O4H7)** 2.292 2.198 2.299 2.286
O8H7 (O8H11)** 2.262 2.031 2.960 2.505
C10N9C45 119.06 116.04 124.71 123.93
CIN4504 123.04 118.44 123.39 122.55
C45C32C31 120.48 126.44 117.93 121.28
C32C3108 125.59 128.97 125.19 128.45
CI0N9C4504 5.92 19.14 -168.70 -161.21
NI9C45C32C31 -62.26 -44.93 74.58 55.24
C45C32C31030 -178.93 172.54 175.01 173.40
C32C31030C44 -1.03 -2.61 1.65 3.86
C33C32C31030 -2.78 -9.96 -0.25 4.01
C44C35C33C32 -2.68 -6.09 1.99 6.61

* for two atoms, the bond length is given in A, for three atoms, the planar angle is given in degrees (°), for four atoms,

the dihedral angle is given in degrees (°).

** in some cases, similar structural parameters for S0-2 and S1-2 are given in brackets.
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A rotation of the coumarin moiety's ring plane relative to the cytisine moiety's ring plane takes place
due to the flexible intermediate moiety. In the S;-1 state, a more negative charge is observed on the N9 and
04 atoms, which correlates with the longer C45N9 and C4504 bonds and with an increase in the
C10N9C4504 dihedral angle. At the same time, a rotation of the coumarin moiety leads to a decrease in the
O8H7 contact length. This is manifested by the larger absolute value of the dihedral angle N9C45C32C31.
For the Si-1 state, a greater deviation of the a-pyrone ring from planar geometry is observed. This is
manifested by a greater deviation of the dihedral angles C45C32C31030, C32C31030C44,
C33C32C31030, and C44C35C33C32 from 180° or 0° in S;-1. This ring contains longer oxygen-carbon
bonds (C44-030, O30-C31, and C31=08).

When comparing the optimized geometries of So-2 and S;-2, a number of the following features can be
noted. In the cytisine moiety, similar structural parameters are observed between S¢-2 and S;-2, in contrast to
So-1 and S;-1. The C45C32 and C4504 bonds are shorter in S;-2 compared to Sp-2 while the C45N9 bonds
are approximately the same. Just as in Si-1, S;-2 has a longer C32C33 bond and a shorter C32C31 bond
compared to similar bond lengths in the ground state. In addition, S;-2 also exhibits a greater deviation from
the planar character of the a-pyrone ring in the coumarin moiety. A significant difference of S;-2 is the
longer hydrogen contacts O4H7 and O8H11, which is also manifested in a smaller value of the dihedral
angle N9C45C32C31.

3.2 Electronic properties

For the optimized Si-1 and S;-2 states, the vertical transition energies and corresponding oscillator
strengths were calculated. The longest-wavelength transition is to the ground state, i.e., Si-1 = So-1 and S;-2
— So-2, which is of practical interest in studying luminescence properties.

For the molecule the investigation of molecular orbitals plays the important role in understanding the
electronic processes [22]. For Si-1, the shortest-wavelength transition is the singlet-singlet transition between
the 95 — 96 molecular orbitals (the orbital contribution is 98%, see Figure 2a). Its energy difference is
2.9109 eV, which corresponds to a wavelength of 425.93 nm, the oscillator strength is moderate, 0.0769.

For S;-2, the shortest-wavelength transition is between the 94 — 96 orbitals (the orbital contribution is
96%). Its energy difference is significantly higher, 3.5964 eV, which corresponds to a wavelength of 344.74
nm, and the oscillator strength is 0.509. It should be noted that for Si-1, a similar higher-energy transition
between the same orbitals is also observed (94 — 96, the orbital contribution is 92%). However, its energy
difference is significantly higher than 3.7607 eV, corresponding to a wavelength of 329.68 nm, and the
oscillator strength is less than 0.3347. As part of this study, an experimental investigation of the
luminescence properties of the complex was also conducted. Figure 3 shows the luminescence emission
spectrum, which has a maximum at 453 nm (2.7373 eV). The luminescence excitation spectrum for this band
was then obtained. The maximum in this spectrum is at 372 nm.

4

a) b)
Fig.2. View of the 95(HOMO) and 96(LUMO) molecular orbitals for S;-1.
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Fig.3. Luminescence emission spectrum at 453 nm (red) and luminescence excitation spectrum at 372 nm (blue).

The obtained theoretical estimates of the wavelength of the singlet-singlet transition from S;-1 for
conformational state 1 show a calculated value (426 nm) quite close to the experimentally observed
luminescence maximum (453 nm). Based on this theoretically calculated transition, the radiative
(luminescence) rate constant k. was estimated according to the Strickler—Berg formula (1), [23]:

k,; (S, >S,)=2"£(S; >S,E*(S; =>S,), (1)

where i is the excited state number, f(S;i->So) is the transition oscillator strength, E(S; — So) is the electron
transition energy (in cm™). For the case under consideration (i=1) the corresponding value k,=3-10".

The considered case of molecules corresponds to the case of addition of the intermediate part at atom 3
according to the IUPAC numbering of carbon atoms in the molecule of unsubstituted coumarin [24]. As an
example of synthesized compounds with addition through the 3rd atom in the coumarin part, one can cite
[25-27]. In these studies, it was noticed the presence of the strong luminescence in the experimental
spectrum in the close region 460-480 nm. Nevertheless, it should be noted that the actual emission
wavelength is quite sensitive to the structural peculiarities of the molecule as well as pH value or metal
cation presence.

4. Conclusion

In this work, density functional theory methods were used to search for and optimize the geometry of
the first excited state for two conformations of the N-(2-oxo0-2H-chromen-3-carbonyl) cytisine molecule in
an ethanol solution. Their energies were calculated. It was found that the first excited state of the conformer
corresponding to the crystal structure is the most stable. A structural difference between the ground and first
excited states was revealed. The wavelength of the transition from the first excited state to the ground state
was calculated. The theoretical estimate of the luminescence maximum in the spectrum of the most stable
conformer was 426 nm versus the value of 453 nm established experimentally. In addition, the radiation rate
constant k; = 3:107 was estimated. An interpretation of this electronic transition is proposed based on an
analysis of the molecular orbitals involved.
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STUDYING CHARACTERISTICS OF THE HEAT PIPE OF
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Abstract. The article deals with developing and analyzing a heat pipe of a low-pressure steam electric heater
intended for autonomous heating systems. The object of the study is two types of heating elements: a tubular electric
heater with a nichrome spiral and an induction heater. Experimental analysis methods have been used to evaluate
the heating characteristics, the temperature distribution and the energy efficiency. It has been established that the
induction heater provides a higher heating rate and uniform temperature distribution, while the tubular heater is
characterized by stable operation and economy. The obtained results allow proposing the ways to optimize the
design of the electric heater to increase its efficiency and reliability. The findings confirm the practical potential of
using the devices under study in various types of heating systems.

Keywords: steam electric heater, heat pipe, energy efficiency, nichrome coil, induction heater, autonomous heating,
low pressure.

1. Introduction

Low-pressure steam electric heaters (LPSEH) are one of the promising technologies for autonomous heat
supply. Their use is relevant in the context of the need to reduce energy consumption, to transit to
environmentally friendly heat sources and to increase reliability of engineering systems in remote or energy-
independent facilities. These devices combine high energy efficiency, environmental friendliness and ease of
use, and their operation is based on the principle of a heat pipe, a device in which at reduced pressure a phase
transition of the coolant occurs: evaporation and subsequent condensation. This process ensures intense heat
transfer with minimal energy costs.

Present day developments in the field of heat pipes cover a wide range of issues: selecting design
solutions, selecting coolants and the intensifying heat transfer. A generalized review of these areas is presented
in work [1], where design varieties and new technical approaches are considered. High thermal conductivity,
resistance to temperature fluctuations and operational reliability allow considering heat pipes as the basis for
energy-efficient systems, which is emphasized by the authors of studies [2] and [3], who have proposed a
design with a simplified evaporator that maintains stable performance with variable power supply. The key
advantage of heat pipes, according to work [4], is the capillary liquid circulation without the use of pumps,
which makes such systems energy-independent and durable. The authors of work [5] confirm the efficiency of
heat pipes when used with low-potential heat sources, demonstrating a fast thermal response and high energy
output compared to traditional water heating systems. Work [6] emphasizes low thermal resistance and
versatility of heat pipes when working in vacuum and with low-temperature flows.
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Similar approaches are actively used in solar energy. Work [7] considers solar water heaters in which
heat pipes can significantly increase thermal efficiency and reliability due to phase transitions and operation
at reduced pressure. In the context of increasing requirements for energy efficiency and sustainability of energy
supply, the LPSEH is becoming a logical alternative to traditional systems. Due to the possibility of
autonomous operation without pumping equipment and an extensive pipeline network, they are especially in
demand in regions with a harsh climate. The approach to sustainable heat supply is in particular implemented
in study [8], where a dual heat source system has been developed that include heat pumps and energy storage
devices, providing reliable heating at low operating costs.

This study continues and develops the scientific aspects outlined in works [9—12], where the design
parameters of the LPSEH, the vacuum conditions, the weight and geometry of heat pipes, as well as the
integration of new types of electric heaters have been analyzed. Based on the accumulated experimental
material, the need for a comparative analysis of two types of heating elements: a tubular electric heater with a
nichrome spiral and an induction heater used in the LPSEH has been identified. The tubular electric heater is
characterized by a simple design, reliability and affordable cost, which makes it suitable for mass application.
However, the limited uniformity of heat distribution reduces the overall efficiency of the system. In contrast,
the induction heater uses eddy currents for fast and uniform heating which increases the performance of the
device. However, its high cost and design complexity limit widespread implementation.

The purpose of this work is to carry out a comparative analysis of the thermal characteristics of the
specified types of heaters, to evaluate their impact on the LPSEH efficiency, and to identify the most rational
engineering solutions for increasing reliability and energy efficiency of autonomous heating systems.

2. Experiment description

The aim of this study is a comparative analysis of the efficiency of two types of heating elements used in
the design of LPSEH vacuum electric heaters. The experiment assessed the effect of the heater type on the rate
of thermal response, the temperature distribution along the tube, the energy efficiency of the system and its
operational stability at different vacuum pressure levels.

Two heat pipes of identical design that differ only in the heating element used, have been assembled for
the tests: the first one used a tubular electric heater with a nichrome spiral, and the second one used an induction
heater. Both units operated at the same power of 120 W, which ensured the correctness of the comparative
analysis of the operating characteristics. The design of the tubes included two sections of a copper pipe with
the diameter of 22 mm and the length of 210 mm, hermetically sealed at the ends. The mass of each tube with
the coolant filled was 230 g.

Distilled water with the volume of 15 ml has been used as the coolant. It has been selected due to its high
purity and stability of thermophysical properties, eliminating the effect of impurities on the thermal process.
Such a choice of liquid, as well as the assessment of its composition effect on the efficiency of heat transfer,
have been considered in detail in a number of works, including the study by Barrak et al. [13], where the
characteristics of single- and multi-component coolants, including binary mixtures, have been analyzed.

To provide the conditions for an effective phase transition, vacuum pressure in the range of 5—10 kPa
(0.05-0.1 atm) has been maintained inside the tubes. Decreasing pressure leads to decreasing the boiling point
of water, accelerates the onset of evaporation, and contributes to increasing the intensity of heat transfer. Such
dependences between the vacuum level, the coolant flow modes, and the device orientation have been studied
in detail in [14], where the optimal operating conditions for pulsating heat pipes have been determined.

The vacuum environment has been provided and stabilized using a DUO 6/M SERIES vane pump
(Pfeiffer Vacuum) that is capable of achieving residual pressure of up to 10~ mbar. This ensures reliable
maintenance of the specified pressure range throughout the entire experimental cycle, which is critical for the
results reproducibility.

The temperature parameters were recorded using digital thermometers Fluke 51 (USA) with a
measurement error of £0.05% + 0.3 °C and HT-9815 (China) with an accuracy of =0.1%. The wide operating
temperature range of the instruments (from —200 °C to +1372 °C) ensured reliable temperature registration
under the experimental conditions. In the present study, temperature measurements were performed in the
range from 20 °C to 250 °C, corresponding to the operating modes of the low-pressure steam electric heater.

To ensure the multi-point monitoring of thermal distribution along the length of the tube, contact
thermocouples connected to the data collection system have been additionally used. This made it possible to
record expected temperature non-uniformities, especially in the upper and lower parts of the tube. Both heat
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pipes have been connected to a single power source with nominal voltage of 220 V. The current power and
total energy consumption have been measured using two digital multimeters (UNI-T and UT61B), as well as
a JUANJUAN qt01 wattmeter with the error of £2%.

These measurements allow calculating the efficiency coefficient (EC) that is used as the main criterion
for comparative evaluation of the device efficiency. The parameter measurement diagram is shown in Figure
1. The diagram indicates the main components of the heater and displays the heat transfer processes: solid
arrows indicate the upward movement of steam, and dotted arrows indicate the reverse flow of condensate

downward.
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Fig.1. Diagram of measuring the heat electric vacuum tube parameters:
1 — measuring unit with autotransformer; 2 — mini ZVS Low Voltage Induction Heating Power Supply Module;
3 —inductor coil; 4 — coolant; 5 — steel core; 6 — housing of the heat pipe of the LPSEH electric vacuum heater;
7 — drainage porous channel of the regenerator; 8 — tubular electric heater; 9 — check valve for pumping air from the
inner cavity of the tube; 10 — air pumping system pipeline; 11 — vacuum gauge; 12 — vacuum pump, 13 — counter.

The experiment has been carried out in the sequence that ensured stable and reproducible conditions.
After evacuating the internal volume to pressure of 5—10 kPa, distilled water has been poured into the tube.
The valve has been sealed, ensuring pressure stability. From the moment the voltage has been applied, the
heating element has been heated either through a nichrome spiral or by inducing eddy currents in a metal core.
As a result, the process of evaporation of the coolant has begun, the steam has risen to the upper part of the
tube, where it has been condensed, giving off heat to the walls, and then has returned to the lower part as
condensate through a drainage channel made of a metal wire structure. Thus, a closed cycle has been formed
inside the tube, ensuring continuous and effective heat transfer due to the circulation of steam and liquid in
different phase states. The initial operating temperature of the heater casing was reached in less than one minute
after switching on, indicating a rapid onset of the heating process. Further temperature increase to higher
operating levels occurred during continued heating, as reflected by the experimental temperature—time
dependences. A comparative analysis of the thermodynamic characteristics of tubes with different types of
heaters has made it possible to identify key differences in the energy output, the uniformity of the temperature
field and the overall efficiency of the design.
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3. Results and discussion

Experimental studies have shown significant differences in the heat transfer characteristics and energy
performance of the two types of heating elements used in the LPSEH design. Based on the data obtained, the
temperature dependences on the heater operating time have been plotted (Figure 2). The graph has been plotted
and experimental data have been approximated using the Microsoft Excel analysis and visualization tools.

For a quantitative description of the experimental temperature dependences, semi-empirical
approximating functions were used, reflecting the temperature rise as a function of heating time. The
approximation was performed using third-order polynomial regressions obtained by the least-squares method:

T;(0)=-0.33338 -4.7619¢ + 94t - 66.143,
T,(0)=-0.58 + 3.2024¢ + 34.06t - 11.857,

where tis the heating time, T, is the temperature of the induction heater, and T, is the temperature of the tubular
electric heater. The argument tcorresponds to the time coordinate (s) shown on the horizontal axis in Figure 2.

The coefficients of determination were R?=0.9975 for the induction heater and R?=0.9999 for the tubular
heater, indicating a high degree of agreement between the approximating functions and the experimental data.
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Fig.2. Temperature dependence on the operation time of heaters

The experimental curves were processed using regression analysis. The experimental data were
approximated by third-order polynomial regression functions obtained using the least-squares method, which
are shown in Figure 2. The high values of the determination coefficients indicate good agreement between the
experimental data and the approximating functions. The high reproducibility of the experimental data and the
consistency of the obtained temperature trends indicate the reliability of the results and the adequacy of the
applied approximation approach.

The maximum temperature reached by the tube with a tubular electric heater has been 212 °C, while for
the induction heater this figure has been 247 °C. In addition, the induction heater demonstrated a higher thermal
response rate: the average time to reach the temperature of 200 °C has been 3 minutes versus 5 minutes for the
tubular heater. This advantage can be explained by a higher heat flux density, characteristic of induction
heating, as well as better uniformity of heat distribution along the length of the tube. The analysis of thermal
profiles has shown that the induction heater provides a stable temperature field along the entire length of the
heat pipe. In particular, a smaller temperature gradient is observed in the upper part of the tube compared to
the tubular heater, where local fluctuations and reduced thermal stability have been observed. This indicates a
more uniform heat transfer and less local overheating in the case of using the induction method.

The energy efficiency assessment revealed that the efficiency of the induction heater exceeds that of the
tubular electric heater by an average of 15%. For a clear comparison of the operational and design features of
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the investigated heating elements, their main characteristics, summarized on the basis of experimental data and
qualitative analysis of the test results, are presented in Table 1.

Table 1. Comparative characteristics of the investigated heating elements.

Characteristic Tubular electric heater Induction heater
Time to reach operating regime Longer Shorter
Maximum achieved temperature Lower than induction Higher than tubular
Temperature response Less uniform More uniform
Energy efficiency Lower Higher
Structural complexity Low Increased
Cost Lower Higher
Technological availability High Limited

The data presented in Table 1 clearly demonstrate that induction heating offers advantages in terms of
heating rate, temperature uniformity and energy efficiency. These advantages are primarily explained by
reduced heat losses due to more targeted energy transfer and the absence of mechanical contact between the
heating element and the heated surface. The obtained results are consistent with previously published studies
on induction heating systems [15], where high energy efficiency (up to 97.34%) and favorable power factor
values (up to 0.81) have been reported for induction-based heaters, confirming the effectiveness of this heating
method in high-energy-output applications.

Additional confirmation of the energy and thermal advantages of induction heating is given in [16], where
more uniform temperature distribution and increasing of up to 25 °C have also been established compared to
resistive elements with equal input power. Thus, experimental and literature data indicate the technological
superiority of the induction heating method in the context of energy efficiency and thermal stability.

A comparison of the main operating characteristics of the two types of heaters allows highlighting a
number of key differences. Firstly, induction heating provides a higher speed of reaching the target
temperature, which makes it preferable for systems with limited warm-up time. Secondly, the temperature field
along the tube during induction heating is more uniform, which increases the efficiency of heat transfer and
reduces the risk of local overheating. Thirdly, the achieved energy efficiency of the induction element exceeds
the resistive analogue by 10-15%, which makes it attractive for use in energy-saving installations.

Another important advantage is the reduced thermal gradient on the tube surface during induction heating,
which reduces the risk of overheating and improves the operational safety of the device. However, it should
be noted that induction heaters are characterized by greater design complexity, as well as a significantly higher
cost, which limits their use in serial and low-cost heating systems.

Thus, the results of the experiment confirm the high efficiency of induction heating in the context of heat
transfer, the uniformity of temperature distribution and the overall energy efficiency. These findings are
consistent with the theoretical provisions and applied recommendations set out in [17], which summarizes the
design principles of induction systems, including frequency parameters, coil configuration and thermal
response of materials. Despite this, tubular heaters remain relevant due to their simple design, availability and
reliability in operation. In conditions of a limited budget, as well as when mass production of devices is
required, resistive elements remain an economically viable solution.

A promising area for further research is optimization of the induction heater design to reduce the cost,
simplify the manufacturing technology and increase the technological reliability. The development of hybrid
systems with a controlled type of heating can also be of interest for expanding the scope of LPSEH application
in energy-efficient engineering systems.

4. Conclusion

The present study was devoted to a comparative analysis of the thermal behavior of a low-temperature
steam electric heater employing tubular electric and induction heating elements under identical experimental
conditions. The obtained experimental results demonstrated that the type of heating element has a significant
influence on the temperature characteristics of the heat pipe and on the formation of the overall thermal regime.

The induction heater exhibited a higher heating rate, a higher maximum operating temperature, and a
more uniform temperature distribution along the length of the heat pipe. In particular, the time required to
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reach the operating regime was shorter, and the temperature gradients along the tube were lower than those
observed for the tubular electric heater. Moreover, the energy efficiency of the induction heater exceeded that
of the tubular heater by an average of approximately 15%, which confirms its potential for application in
energy-efficient autonomous heat supply systems. A comparison of the obtained experimental data with
previously published studies [15-17] confirms the key advantages of induction heating under conditions
requiring high heating rates, thermal stability, and uniformity of heat transfer.

At the same time, the tubular electric heater demonstrated stable and reproducible operation, adequate
thermal performance, and structural simplicity. Its lower cost and high technological availability make this
type of heater a practical and economically justified solution for mass production and for applications in which
economic and technological constraints play a decisive role. Therefore, the selection of a heating element
should be based not only on thermal and energy performance, but also on structural, technological, and
economic considerations. Despite the clear operational advantages of induction heating systems, their
increased structural complexity and higher cost currently limit their widespread industrial implementation.

The scientific novelty of this work lies in the experimental comparison of heating elements of different
physical nature under vacuum heat pipe conditions, which made it possible to identify their key advantages
and limitations. The practical significance of the obtained results is associated with the possibility of a well-
founded selection of heating elements for specific operating conditions, as well as with the development of
recommendations aimed at improving the energy efficiency of low-temperature steam electric heaters.

Further research should focus on optimizing induction heater designs in order to reduce cost, enhance
manufacturability, and improve operational reliability. Particular interest is also associated with the
development of hybrid heating systems and intelligent control strategies capable of adapting thermal
characteristics to changing external conditions and energy efficiency requirements in modern autonomous heat
supply systems.
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Abstract. Gas turbines are essential for high-power energy generation, but growing demands to reduce NO,
and CO: emissions make traditional combustion chamber design increasingly complex and costly. This work
proposes a new modeling paradigm that combines high-fidelity Computational Fluid Dynamics using neural
network learning to accelerate emission prediction. A Computational Fluid Dynamics model was developed using
the Reynolds-averaged Navier-Stokes equations with the k—e turbulence model and a non-premixed Probability
Density Function approach to simulate turbulent methane combustion. NO. emissions were calculated post-
simulation using the Zeldovich mechanism. Model validation included varying fuel flow, excess air ratio, and wall
heat loss. To speed up evaluations, a multilayer perceptron neural network was trained on Computational Fluid
Dynamics results to predict NOx and CO: emissions based on key inputs (fuel rate, air excess, temperature, pressure,
cooling). The model achieved high accuracy with a coefficient of determination (R"2) of 0.998 for NO. and 0.956
for CO: on an independent test set. Results showed good agreement with both experimental data and a Network of
ideal reactors model using detailed kinetic scheme of methane combustion - Mech 3.0. This neural network serves
as a fast surrogate model for emissions assessment, enabling rapid optimization of low-emission combustor designs.
The approach is suitable for digital twins and combustion control systems and is adaptable to alternative fuels like
hydrogen and ammonia.

Keywords: neural network, combustion, gas turbine engine, numerical simulation.

Abbreviations:

PDF - Probability Density Function (in context - the estimated PDF of the mixture)
RANS - Reynolds-averaged Navier-Stokes equations

RNG k—¢ - Turbulent k—¢ model with group renormalization

CRN - Network of ideal reactors (method of calculating chemical kinetics)
GRI-Mech 3.0 - Detailed kinetic scheme of methane combustion

MLP - Multilayer Perceptron

ANN - Artificial neural network

PCA - Principal Component Analysis

POD - Method of eigen orthogonal functions

RBF - Radial basis function / radial basis neural network

LES - Large Eddy Simulation

RSM - Reynolds stress model

P1 - Radiation model P1 (first approximation)

SIMPLE - Semi-explicit method for pressure-velocity relationship
MPC - Model-based control (predictive)

CPU - Central Processing Unit

GTE - Gas Turbine Engine

PINN - Physically-informed neural network

CNN - Convolutional Neural Network
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1. Introduction

Gas turbine engines (Fig. 1) are widely used in power engineering and aviation, but increasingly stringent
NOx and CO: regulations require combustion chambers that operate reliably at high pressures and temperatures
while producing minimal emissions. The full development cycle of such chambers traditionally relies on
expensive experimental stands and resource-intensive Computational Fluid Dynamics (CFD) calculations:
modeling turbulent combustion with detailed chemistry takes hours to days, which significantly slows down
development. Machine learning, in particular neural networks, offers a way out: a neural network trained on a
set of CFD and experimental data instantly predicts flame temperature, product composition, and emission
levels. This opens the way to rapid mode selection, optimization, and reduction of design costs.

Fig.1. The gas turbine engine - Eurojet EJ200 is a low-bypass turbofan used as the powerplant
of the Eurofighter Typhoon (image taken from the official manufacturer's website [https://www.eurojet.de/innovation/])

The aim of the work is to show that a multilayer perceptron trained on a sample of CFD models of
methane flame provides engineering-acceptable accuracy of NOx/CO: prediction at a computational cost an
order of magnitude lower than classical CFD, thereby radically accelerating the process of developing
combustion chambers for gas turbine engines.

In recent years, interest in combustion and emissions has increasingly led to the use of neural networks
[1]. Wang and Yang showed that such models predict NOx formation significantly more accurately [2, 3].
Earlier work already demonstrated the usefulness of artificial neural networks (ANN) for describing
combustion processes [4]. Thus, in [5], a single-layer network predicted NOx emissions, vibrations, and
pressure fluctuations based on the operating parameters of a gas turbine engine. Lamont et al. confirmed that
ANN s provide accurate estimates of NOx, CO, and chamber outlet temperature with metered fuel supply [6].

“Fast” simplified models are also being developed. Wang et al. created a compact neural network that
replaces complex calculations of turbulent combustion and preserves the flow shape with good accuracy [7].
Aversano and colleagues combined principal component analysis and kriging interpolation, constructing a
“digital twin” of a burner for a fast parametric study. Similarly, the eigenfunction method in conjunction with
the radial basis network made it possible to speed up calculations of a large furnace several times with an
acceptable error [8]. For a direct emission forecast, Sun et al. used an RBF network: the maximum errors were
~ 12% for NOx and = 3% for CO, the average errors were < 5% and 1%, respectively [9]. The hybrid approach
“CFD + network of simple reactors” turned out to be promising. It takes the flow field from CFD and calculates
the chemistry in a network of elementary reactors, reducing the NOx discrepancy to =~ 5% (versus 10-20% for
pure CFD) [10]. Such a mechanism is implemented, for example, in the ENERGICO energy package, where
the CHEMKIN module provides an accuracy of < 5% and reduces the calculation time from weeks to days
[11]. Experience shows that neural networks and their combination with classical calculations effectively
approximate complex interrelations in combustion and help reduce emissions [12].

In this paper, this approach is developed: detailed CFD modeling is used to train an MLP network that
forms an “express model” of methane combustion chamber emissions.

The object of the study is the turbulent non-premix flame of a methane-air mixture in the combustion
chamber (Fig. 2) of a gas turbine engine. A steady-state combustion mode is considered: methane (CHa,) is fed
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through a burnr, mixed with an oxidizer (air) and burns in the chamber. The main reaction during complete
combustion is:

CH4 + 202 — CO2 + 2H.0
with the release of heat.

However, in real conditions the flame is turbulent and some of the fuel may not burn completely (CO is
formed), and at high temperatures nitrogen oxides are generated from atmospheric nitrogen (thermal NOx by
the Zeldovich mechanism). To adequately describe the process, it is necessary to solve a system of coupled
equations of gas flow and heat/mass transfer taking into account chemical kinetics.

The gas flow was described by the system of Reynolds-averaged Navier-Stokes (RANS) equations for
conservation of mass, momentum, energy, and species transport. The flow was assumed to be steady, turbulent,
and chemically reacting.

These equations track how the composition of the gas mixture changes as a result of convection, diffusion,
and reactions. For turbulent combustion, a direct solution of a detailed kinetic scheme (including dozens of
reactions and intermediate radicals) in conjunction with the Navier—Stokes equations are practically
unrealizable due to the enormous computational complexity. Therefore, turbulent combustion models are used
that simplify the description of chemistry while preserving the main effects. In this paper, a non-premix
combustion approach is used using a variable mixture fraction and the assumption of fast combustion. A scalar
value Z is introduced — the fractional content of fuel (mixture) in the gas. The value Z = 0 corresponds to a
pure oxidizer, Z = 1 — to pure fuel. It is assumed that turbulent mixing occurs much slower than the chemical
reaction (fast chemical reaction mode), therefore, at each point, chemical equilibrium is established instantly
based on the local Z and the mixture formation parameter (for example, enthalpy). Thus, the concentration
fields of products (CO2, H20), residual O and main pollutants are calculated assuming local chemical
equilibrium at given Z. Turbulent fluctuations of Z are taken into account by means of the assumed PDF
(probability density function, Fig. 3) model [13].
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Fig.3. Three-dimensional surface from the flamelet-PDF
Fig.2. Tubo-annular combustion chamber (Rolls- library generated in the Flamelet-PDF module of ANSYS
Royce) [12]. Fluent for a stationary laminar diffusion flame [14].

The red part of the surface shows hot combustion products (up to ~2250 K) near the optimal fuel-air ratio;
blue - cold areas where reactions have not yet begun. The stronger the mixing (the greater the dispersion), the
lower the peak temperature: turbulence "stretches" the flame and cools it. The 3-D surface provides a visual
representation of how the mixture, turbulence and chemistry work together to form a flame.

A P(Z) distribution within the cell is assumed (usually a beta distribution), allowing the turbulence-
averaged product fractions and heat release to be calculated. This approach is known as the unmixed
combustion PDF model and is implemented in ANSYS Fluent, among others. It greatly simplifies the
calculations by reducing the integration of the rigid kinetics to a preliminary calculation (of a chemical
equilibrium table or "flamlet"), and then only the algebraic operations to determine the Z compositions are
performed during the CFD solution.
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The approach is based on the hypothesis of instantaneous (infinitely fast) combustion, which is true for
the main reactants, but NOx formation does not fit into this concept, since NOx formation is a relatively slow
process compared to fuel combustion. Therefore, a separate calculation (postprocessing) is used for NOX,
taking into account the final reaction rate, as discussed below.

Boundary and initial conditions.

At the chamber inlet, a fuel and air inflow with a certain flow rate and temperature is specified. At the
chamber outlet, a boundary condition of the outlet (outlet pressure or ambient condition) is specified. The
chamber walls are considered either adiabatic or considering heat exchange. Model validation (see
"Verification and validation of models") includes a comparison of variants with heat loss (convective heat
removal and radiation) and without it. To summarize, the formulated problem is a stationary turbulent
combustion of a methane-air mixture in a direct-flow combustion chamber. The solution method is numerical
integration of the averaged Navier-Stokes equations with a turbulent combustion model (mixture model with
PDF), supplemented by calculating NOx formation in the postprocessor. The selected turbulence and
combustion models and the rationale for their use are described below.

The RNG k—¢ turbulence model [15] is used to close the averaged system of flow equations. This is a
modification of the standard k—e model with an additional term in the equation for €, which increases the
accuracy in describing rapidly decaying flows and takes into account the swirl. This is especially important for
gas turbine engine combustion chambers, where the flow swirls to stabilize the flame. The model also provides
more reasonable values for some constants (e.g., Prandtl numbers) and is able to take into account effects at
low Re. Compared to the standard k—e, RNG k—¢ better describes curvilinear and vortex flows with a moderate
computational load [15]. The non-premixed PDF approach (see Section 3) is used to describe combustion,
where combustion is assumed to be limited by the mixing rate and chemistry is instantaneous. Turbulence
affects the flame through fluctuations in the mixture parameter Z, which is described by the beta distribution.
The method is suitable for methane diffusion flames, where combustion is determined by the reactant feed.

Since the model assumes instantaneous chemistry, NOx formation is calculated separately after the main
calculation, taking into account the final reaction rate according to the Zeldovich mechanism and prompt-NO
(the NOx model in Fluent) [16]. When using detailed kinetics directly in the calculation (e.g. via the PDF
transport equation), the accuracy can increase to the level of 6% RMS for NOx [17], but this requires
significantly more resources. Thus, the combination of RNG k—¢ and PDF model is chosen as a balanced
solution between accuracy and efficiency, widely used for modeling methane combustion with satisfactory
results in terms of temperature and product composition.

Numerical simulation was performed in ANSYS Fluent. The geometry of the flame tube of a typical
straight-through tubular-annular combustion chamber with a swirler was built in the SolidWorks’ program, the
mesh was built in ANSYS Meshing (~5x10° cells). A model of almost incompressible gas with the ideal gas
equation of state was used. The finite volume method and the Second Order Upwind scheme were applied to
approximate the equations (momentum, energy, k, €, composition). The difference between the 1st and 2nd
order schemes on a fine mesh was <2%. The relationship between pressure and velocity was implemented
using the SIMPLE algorithm. Convergence criteria: residuals <107, integral parameters are stabilized with an
accuracy of 0.1%. Grid convergence analysis was performed: when doubling the number of cells (to 10°), the
temperature changed by <1%, NOx by ~2%, which confirmed the adequacy of the base grid. A step-by-step
strategy was used: first, the main combustion (without NOx) was calculated, then NOx emissions in the
postprocessor based on the Zeldovich mechanism (Fluent NO-postprocessor), with recalculation to 15% O:

Taking into account heat transfer through the walls turned out to be critical: in the base case - adiabatic
conditions, then - a scenario with heat loss through convection (h =100 W/m? K, T ext =500 K) and radiation
(model P1, emission = 0.7).

To ensure the generalization capability of the neural network and meet statistical requirements, the
training dataset was expanded to 200 operating points. The dataset covers a wide range of operating conditions
characteristic of gas turbine combustion chambers:

— Fuel mass flow rate: 0.004 — 0.006 kg/s;

— Air inlet temperature: 300 — 600 K;

— Air excess ratio (a): 1.2 —2.0.

The neural network was trained in MATLAB using the Levenberg-Marquardt algorithm. The dataset was
randomly divided into three subsets: Training (70%) for weight adjustment, Validation (15%) to prevent
overfitting, and Testing (15%) for independent performance evaluation.
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Training dataset structure

Each row in the table corresponds to one unique CFD simulation with its own set of input and output
parameters. These parameters are divided into two groups:

Inputs: These are the 4 variables that determined the operating conditions of the combustor in the
simulation. The neural network learns from them to make predictions.

mf fuel kg s: mass flow rate of fuel (methane) in kg/s.

mf _air_primary kg s: mass flow rate of primary air (for combustion) in kg/s.

mf _air_secondary kg s: mass flow rate of secondary air (for cooling) in kg/s.

T air_in_K: inlet air temperature in Kelvin.

Outputs: these are the 2 target variables that the neural network learns to predict:

Mass fraction NOx - mass fraction of nitrogen oxides (NOx) in the combustion products.

CO2 _pct - percentage of carbon dioxide (COz) in the combustion products.

The purpose of using this table is to train the neural network (multilayer perceptron) to recognize the
complex relationships between the operating parameters of the combustion chamber and the resulting NOx
and CO: emissions, so that it can make instant predictions without the need for lengthy CFD calculations.

At this stage, 200 CFD calculations may be sufficient for preliminary analysis and creation of the neural
network model, this allows to assess the main trends and check what is happening, but it is planned to increase
the number of calculations to 500 - 2000 options. The neural network was trained in MATLAB (Neural
Network Toolbox): 4 inputs, one hidden layer of 10 neurons, 2 outputs (NOx, COz2), the backpropagation
method (Levenberg—Marquardt algorithm). MSE reached a minimum in ~100 epochs. Calculation of 1 point
<0.01 s — comparable to a thousand-fold acceleration compared to CFD. For additional validation,
CHEMKIN (via ANSYS Chemkin-Pro) was used — equilibrium composition, verification of the NO
formation mechanism. Calculations were also performed in ANSYS Energico — the chamber model as a
network of PSR reactors (Fig. 4), the GRI-Mech 3.0 mechanism. NOx values were obtained with an accuracy
of 5-10% of the experimental ones, confirming the reliability of the models. Thus, the integrated approach
combined the tools of CFD (Fluent), detailed chemistry (Chemkin/Energico) and neural network modeling
(MATLAB), which allowed a comprehensive study and validation of the proposed methodology.

2. Materials and Methods

Numerical verification.

To check the numerical stability, a grid convergence analysis was performed on three grids: 0.3, 0.5, and
1.0 million elements. With increasing resolution, the maximum temperature increased (~1940 K — ~2010 K),
and NOx increased from 45 ppm to 55 ppm. The changes in the transition from 0.5 to 1 million were ~6%,
which is considered acceptable. The base grid (0.5 million) was used further, and the spread was taken into
account as an estimate of the discretization error. Approximation schemes were also investigated: the 1st order
scheme underestimated the temperature and NOx (1960 K and 48 ppm), so the 2nd order scheme was used in
the calculations. Taking into account heat losses (convection and radiation model P1) reduced the temperature
by 100-150 K and decreased NOx by ~15%. For example, with an equivalent coefficient of 0.6, the NOx
concentration decreased from 50 to ~42 ppm. The main features of the flow were preserved.

Experimental validation.

The numerical data are compared with the results from [18], where NOx ~25 ppm at T output ~1673 K
were obtained in a laboratory chamber on methane. The CFD results (22-30 ppm at ~1650—1700 K) fall within
this range. The expected exponential dependence of NOx on temperature, characteristic of the thermal
mechanism of its formation, is also confirmed [19]. For example, increasing the temperature from 1500 to
1700 K increased NOx from 10 to 50 ppm.

The temperature distributions in CFD correspond to the laser diagnostics data: the maximum of ~2000 K
is localized in the flame above the burner, with a subsequent decrease towards the outlet (~1600 K). The
observed recirculation zone behind the swirl is consistent with the literature data for swirling turbulent methane
flames [20]. Additionally, a comparison was made with the CRN reactor model using GRI-Mech 3.0. The
obtained NOx level (~50 ppm) practically coincides with the CFD results (~52 ppm), confirming the reliability
of the model. The CO: yield was in the range of 8-10%, which is close to the theoretical value. The CO
concentration did not exceed 10 ppm (at the nominal mode), indicating almost complete combustion.
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Fig.4. Network of serial/parallel PSR (Perfectly Stirred Reactor) reactors with visual flow grouping tools.

Testing the neural network model.

An extended dataset (200 cases) was used. The prediction performance was evaluated on an independent
test set of 30 scenarios (15% of the database). The results are presented in Fig. 5. The model demonstrated
high accuracy: the coefficient of determination (R?) reached 0.998 for NOx and 0.956 for CO.. The Mean
Absolute Error (MAE) and Root Mean Squared Error (RMSE) values confirm that the neural network
successfully reproduces the complex non-linear dependencies of pollutant formation without significant
overfitting. The maximum deviation for NOx (~10%) was observed in extreme lean modes.

Table 1. Neural network performance metrics on the independent test dataset.

a)

Variable R? (Determination Coefficient) | MAE (Mean Absolute Error) | RMSE (Root Mean Squared Error)
NOx (ppm) | 0.998 1.774 2.450
CO2 (%) 0.956 0.202 0.263
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Fig.5. Neural Network Validation Results: a) NOx prediction (R?>=0.998); b) CO, prediction (R?>=0.956).

In general, the neural network correctly reproduced the main dependencies (increase in NOx with
temperature, decrease in CO: with lean mixtures), which corresponds to literature data [9]. This confirms the
adequacy of both the CFD model and the neural network trained on its basis.
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3. Results and discussion

In Fig. 6 the temperature profile in the combustion chamber is shown under typical conditions (air excess
coefficient a = 2.0, close to the nominal load). The maximum temperature reaches ~2100 K in the main flame
zone immediately behind the swirl.
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In the central part of the chamber, a combustion product recirculation zone is formed, which is expressed
in an area with an elevated temperature (about 1500 K) — this helps maintain combustion and re-burn unreacted
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methane, Fig 7. Closer to the walls, the temperature is lower (about 1000 K or less, due to the supply of
secondary air), which is important to prevent overheating of the chamber material. Velocity field (Fig 7a) is
characterized by a strong swirl of the flow: immediately behind the inlet nozzle, a swirling air flow is visible,
creating a toroidal recirculation zone behind the flame plume. This zone captures part of the combustion
products and returns them to the base of the flame, promoting stable combustion. Such a structure (the so-
called internal recirculation torus) is typical for chambers with vortex stabilization.

The distribution of concentrations of the main products (CO-, H20) exactly repeats the temperature field
- the highest concentration of CO: is observed in the same place where the temperature is high, confirming
that the fuel mainly burns in the torch behind the swirl. Oxygen is almost completely consumed in the flame
zone, and ~15% O: remains at the outlet (in terms of dry gas, (during fuel combustion, water vapor (Hz20) is
formed. But when analyzing the composition of combustion products, it is removed (moisture condenses), and
only the dry part of the gas is analyzed - CO2, CO, O2, NOx, etc.)) with an excess of air of 2.0, which is
consistent with the mass balance), Fig. 7b., Fig. 7c.

The CFD model showed that NOx is formed in the high-temperature flame zone (Fig. 7c, reaching 20—
30 ppm behind the combustion zone. The concentration decreases towards the outlet due to dilution. The final
emission is ~50 ppm without cooling, ~40-45 ppm with cooling, which corresponds to the standards
(temperature <2000 K). An increase in temperature (for example, when a decreases from 2.0 to 1.8) causes a
sharp increase in NOx (~15 — 70 ppm), which is due to the exponential dependence according to Arrhenius.
The opposite trend is observed for lean mixtures: at 0=2.5 — only ~10 ppm. The air temperature at the inlet
also has an effect. The neural network successfully reproduces these dependencies, accelerating the analysis
of modes. CO: prediction and combustion efficiency: at nominal modes, CO: is ~3—4%, which indicates
complete combustion. At 0¢=3.0, CO: drops to ~2%, and CO grows (~5¢—6), which reflects deterioration of
combustion in a diluted and cooled flame.

4. Conclusions

This paper presents a study aimed at improving the efficiency of numerical modeling of methane
combustion in a gas turbine engine combustion chamber by using neural networks. A technique has been
developed that combines high-precision CFD modeling of turbulent combustion with subsequent training of a
multilayer perceptron for rapid prediction of harmful emissions.

The main conclusions and results are as follows:

1 A CFD model of a methane combustion chamber (flame tube) has been developed based on the RNG
k—¢ turbulent model and a combustion model assuming fast chemical reaction with PDF.

2 The model has been successfully verified (grid sensitivity analysis, comparison of orders of
approximation) and validated against literature data: temperature and concentration distributions, as well as
predicted NOx levels (~tens of ppm) are close to those observed experimentally. This confirms the suitability
of the selected models for assessing processes in a real chamber.

3 A numerical study of the factors influencing NOx and CO: emissions was conducted. It was shown
that the key role is played by the combustion temperature regime, determined by the mixture composition
(excess air coefficient) and cooling conditions. Thermal NOx increases sharply with an increase in the
maximum flame temperature, which corresponds to the exponential nature of its kinetics. Moderate wall
cooling can reduce NOx by 10-20% by reducing thermal peaks. Methane combustion efficiency (in terms of
CO: and CO concentrations) is reduced at too lean mixtures, which limits the ability to minimize NOx by
leaning alone. These results are consistent with physical concepts and previously published data on emissions
in chamber flare flames [21].

4 A neural network model (MLP) has been developed that approximates the dependence of NOx and
CO: emissions on the chamber operating mode parameters. The model has been trained on an expanded dataset
(200 cases) obtained from CFD and provides a coefficient of determination (R?) of 0.998 for NOx and 0.956
for CO: relative to CFD.

5 In practice, this means that the neural network can replace CFD calculations for emission assessment
purposes, producing results in a fraction of a second. Thus, a significant increase in efficiency has been
achieved: a quick forecast is possible in real time or during multiple runs during optimization calculations.

6 The neural network reproduces physical patterns: analysis of weights and responses showed that the
model captures the exponential nature of NOx growth with temperature, the effect of residence time and
oxygen concentration, although these dependencies were not explicitly specified. This demonstrates the ability
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of Al tools to identify hidden dependencies in complex multidimensional combustion process data. In essence,
the neural network has become a digital twin of the camera, to which various scenarios can be applied and a
reliable response estimate can be obtained.

Application prospects. The proposed approach can be directly used in the design of low-emission
combustion chambers. A neural network surrogate trained on CFD data can be integrated into optimization
algorithms for finding the best configuration (e.g. swirl geometry, flame tube diameter ratio, etc.) based on the
criteria of minimizing NOx/CO while maintaining combustion stability. In addition, such a surrogate can serve
as the basis for a combustion monitoring and control system: receiving operational sensor data (temperature,
flow rate, pressure), the trained network could predict the emission level and signal the need to adjust the
mode, which essentially implements the concept of control based on the MPC (Model Predictive Control)
model for emissions.

The plan is to move on to modeling ammonia combustion by training a neural network surrogate that
simultaneously predicts NOx, CO, and soot. For this, full-size CFD dumps, and more complex architectures
(CNN, PINN) will be used, which will allow reproducing the spatial-temporal structure of the flame and
assessing thermoacoustic stability. Additionally, the introduction of Al models directly into the CFD code is
being considered to correct for turbulence and reaction rates, providing faster and more accurate calculations.
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STUDY OF THE INFLUENCE OF VARIOUS METHODS
OF FUEL INPUT THROUGH BURNERS ON COMBUSTION PROCESSES
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Abstract. This paper presents new results of computational experiments to study the influence of
various methods of fuel input (straight flow and vortex with a flow deflection angle of the pulverized coal
stream) across the firing systems on combustion processes utilizing the BKZ-75 boiler combustion
chamber case of the Shakhtinskaya TPP (Kazakhstan), fluidized combusting Karaganda coal with high
ash content. According to the results of computational combustion modeling, the following results were
derived: the total velocity vector distributions, spatial distributions of temperature, and concentrations
of carbon oxides and nitrogen dioxide (NO:) within the full volume through the combustion zone and at
the chamber’s discharge. It has been appeared that the vortex strategy of providing the discuss blend
makes it conceivable to enhance the method in the combustion of high-ash coal, as in this case there's an
increment in temperature within the center of the burn and a lower temperature observed at the
combustion zone outlet, which features a noteworthy effect on the chemical forms of the arrangement of
reaction products formed during combustion. When employing vortex burner devices, the concentration
levels at the combustion outlet zone for carbon monoxide (CO) decrease by about 15 %, and for nitrogen
dioxide (NO3) by roughly 20 % relative to direct-flow burner devices. The comes about gotten make it
conceivable to create proposals for the advancement of ideal strategies for managing flame structure
and combustion dynamics of a pulverized coal burn to extend the productivity of vitality offices and
decrease emanations of hurtful substances into the environment.

Keywords: combustion, simulation, coal-fired power plant, linear-flow and swirling-flow burners, thermal field,
carbon monoxide emission, toxic nitrogen compounds.

1. Introduction

Today, energy consumption is the largest source of anthropogenic greenhouse gas emissions, contributing
to global warming [1]. According to the International Energy Agency (IEA) for 2022, the world's most
significant sources of energy are petroleum, coal, and natural gas (Figure 1) [2]. Just over 16% of global energy
comes from low-carbon sources, of which approximately 11% comes from renewable fuels and renewable
municipal waste (biofuels and biomass). The remaining clean energy sources include hydropower, geothermal
energy, solar energy, wind energy, tidal energy, and wave energy.
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The global community is rapidly moving to achieve complete decarbonization of the global economy by
2050, introduce a carbon tax, and strengthen adaptation measures to the impacts of climate change. The Paris
Agreement on climate change ignited the carbon neutrality movement, with the European Union, the United
Kingdom, Japan, Korea, and more than 110 other countries committing to carbon neutrality by 2050. However,
carbon dioxide emissions are still at record levels and are rising rapidly [2].

Despite the growing popularity of alternative sources, electric coal remains the primary method for
producing electricity. The IEA indicated that high coal demand will remain stable until 2025. Although
Western countries want to reduce coal consumption, it will continue in Asian markets. The world is close to
peak fossil fuel use, and coal will be the first to decline, but the world is not there yet. Request for coal waste
resolved and is expected to hit record-breaking level this year, expanding worldwide emanations [2].

m Coal
= Oil
Gas
Nuclear
H Biofuels

® Other renewables

Fig.1. Fuels' share of the world's total primary supply in 2025 [2].

The coal industry faces a paradoxical situation. While the global green transition frames coal as the
dirtiest source of electricity, it continues to serve as an affordable and dependable resource with rising demand.
Indeed, although driving countries have announced approach to realize carbon nonpartisanship over period
2020-2060, coal generation is impossible to decrease before long. Fueled by tall common gas costs, rising
power request, and fast mechanical and vitality division development in India, China, and Southeast Asia, coal
is anticipated to preserve its current proportion within the vitality blend for at slightest other 5-10 a long time
[3-6].

According to the International Energy Agency (IEA), global coal consumption will likely rise in the
coming years. The post-COVID recovery has driven energy demand sharply upward, prompting a resurgence
of coal use. In the EU, previously retired coal-fired power plants are being reactivated, while in the United
States, coal mining is experiencing its first revival in a decade. This “coal resurgence” started in 2021 in the
midst of the vitality emergency, as clean energy demonstrated fewer solid, compelled by both characteristic
situations (moo wind and cold climate) and by technological challenges (including the surge in solar panel
production). As a result, coal has returned to the global energy mix despite strong opposition from
environmentalists [2].

Coal-based power generation continues to play a crucial role in the economies of many countries and in
ensuring public welfare [7—11]. In response to global environmental priorities, the industry is working to
develop “clean” coal utilization and processing technologies while meeting strict ecological standards. This
makes research on combustion processes in power plant chambers and identifying optimal fuel-burning
methods especially relevant. Although the share of coal-fired plants is expected to decline, coal will remain
the primary fuel for Kazakhstan’s thermal power sector. Subsequently, a key challenge for household control
designing is planning and executing ecologically inviting advances at coal-burning facilities in Kazakhstan
control that direct toxin arrangement forms and reduce outflows [12-17].

This study presents computational experiments to analyze the influence of different fuel injection
methods-direct-flow and vortex, with a specified swirl angle of the pulverized coal stream through burner
devices on combustion processes. Environmentally optimal air supply configurations for the combustion
chamber were identified. Cutting-edge numerical devices empowered detailed 3D representations of the
results, which had been confirmed against test data obtained from a working warm control station [18-21].
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2. Materials and methods
Structural and Functional Description of the Combustion Chamber

To implement numerical simulation techniques, we chose the combustion zone of the BKZ-75 steam-
generating unit, introduced at the Shakhtinskaya TPP located in Kazakhstan, in which Karaganda coal with
ash content 35.1 % is combusted. The object of study is the BKZ-75 vertical water-tube steam boiler, operating
at a capacity of 75 t/h (51.45 GCal/h). Figure 2a illustrates a boiler schematic and a finite difference framework
used for running computational tests.

Z,m
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13 n-ﬂ\ 300

LB <]
LB <]

a) b) ¢)
Fig. 2 Evaporator graph and finite-difference framework (a) and diverse plans of burner gadgets course of action:
direct-flow (b) and vortex (c) within the firebox of the BKZ-75 evaporator

The evaporator utilizes four burners for pulverized coal combustion, two introduced at the front side and
raised to one level. Figure 2a shows a pot chart and a finite-difference approach for executing computational
tests. Below are the comes about of computational tests to think about warm forms, streamlined and analysis
of concentration profiles in the combustion zone of the BKZ-75 boiler at the Shakhtinskaya Thermal Power
Plant [12-14, 17] for the shown two modes of providing coal powder fuel: 1) direct-flow approach of providing
the discuss blend burners are found on inverse side dividers (Figure 4b); 2) vortex approach of providing the
discuss blend - burners with a whirl point of the discuss blend stream and a 30-degree tilt toward the boiler’s
central symmetry (Figure 2¢) [22-24].

The initial data for carrying out numerical modeling and numerical experiments on fuel combustion in
the combustion chamber of the BKZ-75 boiler, as well as all the necessary parameters of coal dust are presented
in Tables 1-2.

Table 1. Composition and initial data of Karaganda coal

Composition of the Initial data of Karaganda coal

original coal dust, % Name Designation Unit of measurement Meaning
of the parameter
w 10,60 Type of coal KR-200 - -
A 35,10 Fineness of grinding Roo % 20
Sa 1,04 . ;
C 4321 Density of coal p kg/m 1300
H, 3,60
I?Ii ?’;T Heat of combustion of coal QR kecal/kg 4433

Vv 22,00
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Table 2. Calculated performance indicators of the combustion chamber of the BKZ-75 boiler

Ne Parameter name Designation Unit of measurement Meaning
1 Nominal steam capacity D t’h 75
2 Boiler efficiency n % 80.88
3 Height of the combustion chamber h(z) m 16.75
4 Firebox width X m 6
5 Depth of the combustion chamber y m 6.6
6 Number of burners on the boiler N pcs. 4
7 Fuel efficiency of one burner B t/h 3.2
8 Primary air flow rate to the boiler V, nm’/t 31797
9 Secondary air consumption for the boiler Vs nm’/t 46459
10 Excess air coefficient in the furnace a 1.2
11 Hot air temperature th °C 290
12 Suction cups in the firebox Aa - 0.10
13 Estimated fuel consumption for the boiler B t/h 12.49
14 Cold air temperature te °C 30
15 Air mixture temperature tair °C 140
16 Wall temperature tw °C 430.15
3. Results

Underneath are the results of a consideration of warm forms, streamlined, and concentration fields in
the BKZ-75 boiler combustion chamber at the Shakhtinskaya TPP for two coal feed modes.

3.1. Investigation of the airflow dynamics within the firebox of the BKZ-75 boiler
Figures 3—4 show the optimal design of the firebox of the BKZ-75, specifically the conveyance of the

complete velocity vector v=yU’+V*+W* across its different sections. The complete velocity vector is
displayed within the figures underneath in the shape of bolts of distinctive colors. The heading of the arrow
indicates the course of the medium's speed, and utilizing the color scale, you'll decide its numeric value. The
coming about areas of the overall velocity vector empower the investigation of the development of responding
streams within the combustion space, as appeared in its different areas, as demonstrated within the illustrations.
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Fig. 3. Conveyance of the entire velocity within the longitudinal (x=3.0 m) and transverse areas of the firebox (burner
zone, h=4.0 m) of the BKZ-75 with: direct-flow (a, b), vortex approach of discuss blend supply (c, d)
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Fig. 4. Conveyance of the entire velocity in cross segments at the outlet (h=16.75 m) from the firebox BKZ-75 with:
a) direct-flow and b) vortex approach of providing the discuss blend.

Figure 3 outlines the conveyance of the overall speed vector within the longitudinal (x = 3.0 m) and
transverse (h = 4.0 m, burner zone) segments of the firebox BKZ-75 for direct-flow (Fig. 3a, b) and vortex
(Fig. 3c, d) air supply approaches. Within the direct-flow setup, planes from restricting burners impact at a
right point within the chamber center, part into littler rivulets, and blend into two prevailing streams
coordinated for the pipe (Fig. 3a, b).

In contrast, the vortex method generates a markedly different flow structure. Air—fuel jets introduced at
a 30° swirl angle create a central vortex within the chamber (Fig. 3¢, d). Four swirling streams converge at the
chamber center, interact at a 30° angle, and merge into a stronger, unified vortex directed toward the outlet.
Comparison of the two modes reveals that the vortex method enhances turbulence, leading to intensified
mixing. Incomplete combustion of coal particles is a well-known issue. Some particles are entrained by flue
gases as fly ash, while others are removed with slag via the cold funnel, resulting in mechanical heat losses.
Examination of the velocity (Fig. 3) shows that the vortex strategy advances more overwhelming circulation
of dust gas streams, expanding coal grain residence time in the combustion zone. This reduces the extent of
mechanical under burning and contributes to more complete fuel utilization in the BKZ-75 boiler.

Figure 4 presents the velocity distribution in transverse sections at the chamber outlet (h = 16.75 m). As
the planes are absent from the burner zone, velocity vectors steadily equalize, the vortex is debilitated, and the
stream grows to attain a uniform conveyance over the exhaust cross-section. Notably, the mean outlet velocity
for the vortex case (4.78 m/s) is lower than for the direct-flow case (5.55 m/s), suggesting improved energy
dissipation and flow uniformity under vortex combustion conditions.

3.2 Investigation of the thermal properties of the combustion chamber

Utilizing computational analysis, temperature areas were gotten in several segments of the firebox BKZ-
75 for two discuss supply modes: coordinate stream and vortex (Fig. 5). The 3D plots with temperature scales
allow determination of local values throughout the chamber. A clear qualitative difference is observed between
the two cases. Quantitatively, the average temperature at the burner level (h = 4.0 m) is 620 °C for the direct-
flow method and 854 °C for vortex burners. In both modes, most extreme temperatures happen close the
firebox; be that as it may, for direct-flow burners, high-temperature zones move toward the dividers, expanding
their warm stack (Fig. 5b). Within the case of vortex burners with a 30° whirl point, the flame core is
concentrated within the central part of the firebox (Fig. 5c, d), bringing down the walls' warm stack. This
impact emerges from the stronger vortex stream, improving convective warm exchange and expanding the
residence time of coal elements within the combustion region.

This slant is affirmed by three-axis (Fig. 6a) and two-axis (Fig. 6b) temperature disseminations along the
chamber stature for both air supply modes. The average temperature profiles (Fig. 6a) demonstrate that the
vortex method extends the high-temperature zone. The minima observed in the curves (Fig. 6b) corresponds
to the burner level (h = 4.0 m), where the entering air mixture has a lower temperature.
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Fig. 5. Temperature dissemination within the longitudinal (x=3.0 m) and cross areas of the firebox (burner region,
h=4.0 m) of the BKZ-75 with: direct-flow (a, b) vortex approach of providing the discuss blend (c, d).
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At the chamber outlet, the mean temperature is 886 °C for the direct-flow configuration (Fig. 6a, b, curve
1) and 880 °C for the vortex case (Fig. 6a, b, curve 2). Experimental data [25] plotted on the graphs confirm
close agreement between simulation and full-scale measurements. Moreover, the outlet temperature for the
direct-flow mode is consistent with the theoretical value as predicted by the Central Boiler and Turbine
Institute (CBTI) methodology [17], further validating the numerical results.

3.3 Consider the concentration areas of combustion items of pulverized coal fuel in the firebox.

Switching from direct-flow to vortex fuel stock, with jets slanted 30° toward the chamber pivot and
conferring a twirl to the air fuel blend, modifies the temperature conveyance inside the firebox and
subsequently affects the concentration fields of combustion products. Specifically, extreme temperatures
within the fire center and lower amounts at the outlet strongly influence the chemical pathways of product
formation [21]. Figures 7-8 present computational results for carbon monoxide (CO) concentration fields in
various sections of the BKZ-75 boiler under both air supply modes. Figure 7 shows the CO distribution in
longitudinal (x = 3.0 m) and transverse sections at the burner level (h = 4.0 m), comparing direct-flow (a, b)
and vortex (c, d) operation. In both cases, maximum CO concentrations are localized near the chamber center,
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corresponding to the burner region. This zone, where contradicting fuel discusses planes cross, shows strong
burning and hoisted temperatures (~1400°C). Beneath these situations, fragmented fossil fuel oxidation
happens, and carbon monoxide is effectively formed through chemical reactions between the ground coal and
the oxidizing medium. Thus, the air supply method not only modifies flow and temperature fields but also
governs the spatial distribution and intensity of CO formation within the burning area.
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Fig. 7 Dispersion of the concentration of carbon monoxide CO within the longitudinal (x=3.0 m) and cross areas of the
firebox (burner range, h=4.0 m) of the BKZ-75 evaporator with: direct-flow (a, b) and vortex strategy of providing the

discuss blend (c, d).
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Fig. 8. Three-dimensional a) and two-dimensional b) conveyances of concentrations of carbon monoxide CO along the
tallness of the combustion chamber h of the BKZ-75 evaporator with: bend 1 - direct-flow and bend 2 - vortex strategy
of providing the discuss blend.

Analysis of Figure 8 shows that beneath the vortex, the supply form of carbon monoxide (CO)
concentrations is elevated within the central locale of the firebox, especially within the flame region, associated
to the direct-flow approach. This increment is ascribed to higher temperatures, forcing combustion responses,
and increasing total carbon transformation. At the same time, the higher combustion intensity accelerates the
subsequent oxidation of CO to carbon dioxide (CO.). As a result, CO concentrations are lower at the chamber
outlet using the vortex method. This trend is confirmed by the three-dimensional (Fig. 8a) and two-dimensional
(Fig. 8b) disseminations of normal CO concentration along the space tallness for both working ways.

When operating in direct-flow mode, the outlet CO concentration is on average 7.4 x 10~* kg/kg (Fig. 8a,
b; curve 1), whereas for the vortex configuration it decreases to 6.1 x 10 kg/kg (Fig. 8a, b; curve 2). Thus,
the vortex method reduces CO concentration at the exit by approximately 15% relative to direct flow. Overall,
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the comes about illustrate that vortex burners upgrade combustion effectiveness by powers in-compartment
oxidation forms, bringing down poison outflows at the exit associated to customary direct-flow frameworks.
Computational tests created NO, concentration areas within the longitudinal (x = 3.0 m) and transverse (h =
4.0 m) segments of the firebox BKZ-75 for both air supply modes (Fig. 9).

The results show that maximum NO: formation occurs in regions of elevated temperature and strong
vortex motion, located near the burners at h = 4.0 m. Enhanced turbulence from vortex burners improves fuel—
oxidizer mixing, while high flame-core temperatures promote NO, generation. Under these conditions, the
average cross-sectional NO; concentration reaches 943 mg/nm? (Fig. 9d) compared with 493 mg/nm? for non-
vortex flow mode (Fig. 9b). Figure 10 shows a uniform decrease in NO, concentration toward the combustion
chamber exit, reflecting reduced oxygen and fuel availability.
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With vortex burners, the flat temperature falls along the cavity quickly, assisting in smothering the NO»
arrangement. Under direct-flow conditions, the NO; level at the outlet is 564 mg/nm?, while in vortex mode it
decreases to 439 mg/nm? (Figs. 10a, b; curves 1 and 2), a reduction exceeding 20%. Exploratory information
from the firebox BKZ-75 at Shakhtynskaya TPP [32, 36] confirms these results.

4. Comparisons and discussion

Table 3 presents the comes about of numerical tests for the important parameters of the firebox BKZ-75:
temperature (T), carbon monoxide (CO) concentration, and nitrogen dioxide (NO:) concentration, assessed
over distinctive areas of the burning interstellar for both direct-flow and vortex discuss supply approaches.
Investigation of the information in Table 1 appears that the utilization of burners with a whirling air-fuel blend
outstandingly decreases the normal exit concentrations of destructive substances (CO and NO»)), aligning them
with acceptable limits for the BKZ-75 burning Karaganda coal with high ash content.

Table 3. Cross-sectional normal standards of the most features of the fuel burning handle (T, CO, NO2) at different
statures h of the firebox BKZ-75 (burner zone, h = 4 m; at the exit from the heater, h = 16.75 m) amid burning, it covers
Karaganda coal with high ash content (fiery debris substance 35,1%)

Air mixture supply methods
. Direct-flow method of supplying an air mixture Vortex method of supplying an air mixture
Height h, m . .
Unit Unit
T, °C CO, kg/kg NO», mg/nm? T, °C CO, kg/kg NO», mg/nm?
4 620,56 2.0103 492.48 854.52 3.1103 943.60
16.75 885.79 7.410* 564.34 880.02 6.1:10* 439.35

Linked with direct-flow jets, vortex burners lower outlet CO levels by about 15% and NO: levels by 20%.
These discoveries emphasize the viability of vortex jet in improving high-dust coal burning in control plant
heaters whereas at the same time diminishing toxin outflows into the atmosphere.

5. Conclusions

1. Mathematical demonstration of warm and mass exchange forms within the firebox of a Kazakhstan
warm control plant was achieved for distinctive fuel supply strategies (direct-flow and vortex with a 30° whirl
point of the coal-dust stream). A computational demonstration of the BKZ-75 evaporator at the Shakhtinskaya
TPP was created, precisely speaking, under the genuine conditions of characteristics of low-rank coal
combustion.

2. The influence of pulverized coal swirl on combustion characteristics was scrutinized, counting stream
streamlined features (velocity), temperature dispersion, and focuses of burning items (CO and NO.). Relative
comes about are displayed for the direct-flow mode (jets on inverse dividers) and the vortex mode (burners
slanted at 30° for the evaporator pivot).

3. Vortex supply of the air—fuel mixture was found to extend the high-temperature zone, increase the
flame-core temperature, and reduce outlet temperatures, significantly influencing the chemistry of combustion
product formation. This effect is attributed to intensified vortex motion, enhanced convective transfer, and
longer residence time of coal particles in the furnace.

4. Vortex burners reduce CO outlet concentrations by ~15% and NO> by ~20% compared with direct-
flow burners.

5. The close agreement between experimental measurements and numerical predictions confirms the
reliability of the proposed combustion chamber model and the methodology for simulating high-temperature
reactive flows in real boiler geometries.

6. The results provide a basis for developing recommendations on optimizing pulverized coal
combustion, with the dual objectives of improving power plant efficiency and reducing pollutant emissions.
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Abstract. The article notes that airport perimeter security is considered one of the preventive measures in
aviation security and the need to stimulate innovative devices led to the need to improve the sensors uses in
perimeter security-warning systems. It emphasizes that the most widely used sensor in perimeter security-warning
systems is the capacitive sensor and the importance of adapting to environmental changes is shown. Therefore, the
article emphasizes that the purpose is to explore the environmental dependence of the frequency changes of two
auto-generators built on digital logic elements applied as differential capacitive sensors. For this purpose, it is
described the results from investigations of frequency variations of two auto-generators built on digital logic
elements used as differential capacitive sensors in perimeter security-warning systems, as well as their synchronous
operation in relation to each other’s dependence on time. The mathematical expectation and dispersion of the
variation values of the resonance frequencies of auto-generators which were connected to sensitive elements of
different lengths were calculated in experiments, and it was found that the frequencies of the auto-generators
changed more synchronously with each other. As a result, it is determined experimentally that, taking into account
the time drift of the resonant frequency of auto-generators with sensitive elements of two meters length in laboratory
conditions, the discreteness of the measured parameters allows us to determine the weight of the approaching
object, and in all cases, the resonant frequencies of both auto-generators change approximately equally in both
directions with a small difference depending on time.

Keywords: aviation security, airport, perimeter, security-warning system, differential capacitive sensor, resonance
frequency, sensitive element, dispersion.

1. Introduction

Early detection of an intruder within the airport area is considered a significant issue from a aviation
security perspective [1-3]. An intruder intending to unlawfully enter the area first crosses the physical guarding
fence installed around the perimeter of the area [4, p. 182-183]. With this in mind, the project of the guarding
fence, as well as the effectiveness and reliability of the security-warning system installed along the perimeter,
must be commensurate with the assessed risk of acts of unlawful interference that may be directed against civil
aviation [5, p. 16, 25].

It is possible to reduce the damage caused by acts of terrorism and unlawful interference by detecting the
intruder through special sensors installed in the security-warning system, generating an alarm signal regarding
the intrusion, and delaying the intruder for a certain period of time in the physical guarding fence [6-8]. At the
same time, the maximum sensitivity distance of the perimeter security-warning system should be increased
and the probability of generating false warning signals in the system should be reduced as much as possible
[9-11].
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One of the top five challenges for aviation security is the proper use of methods for the “expansion of
technical resources and stimulation of innovation” [12, p. 23]. As preventive measures in aviation security start
with perimeter protection, the stimulus of innovation results in improving the sensors used for the perimeter
security-warning systems of the airport. There is an urgent need to improve capacitive sensors, which are
increasingly used in warning and perimeter protection systems in order to adapt to the environment [13, 14].
Capacitive sensors used in airport perimeter security-warning systems consist of sensitive elements that have
a certain capacitance relative to the ground. When sensitive elements are approached or touched, the change
in capacitance causes the frequency of the sensor's auto-generator to change and it was generated warning
signal [15]. Since the frequency variations of the auto-generator differ depending on the length of the sensitive
elements and the weights of the intruders, the sensitivity distance of the capacitive sensor and the frequency
of the auto-generator's output signal also differ [16, 17].

Work objective. The dependence of the frequency variations of two auto-generators built on digital logic
elements applied as differential capacitive sensors on the environment has been determined. Therefore, the
synchronous operation of two auto-generators, each of which has simultaneously connected HEs of equal
length, and the time dependence of the frequency distance were studied under various conditions. A metal case
with auto-generators built on logic elements was grounded. Experiments were carried out with the lengths of
sensitive elements measuring 2, 5, 6, 10, and 50-m.

2. Problem statement
The experiments carried out in both indoor and outdoor spaces on different days are described below.

In Fig. 1, as indoor space there is a metal box and laboratory room [16]. As for outdoor space, the VOR-
DME is used (VOR - Omni-directional distance; DME - distance measuring equipment) in Fig. 1a, 1b.

a) b)
Fig. 1. Experiments in outdoor territories: a) in the territory of NAA, b) in the territory of VOR-DME.

To determine the dependence of frequency variations of auto-generators on time, the frequency variation
diapasons within five- and one-hour durations were explored. Each of the first of five experiments lasted five

hours; four of them were carried out in laboratory and one in the territory of of NAA (Table 1).

Table 1. Experiments to study the frequency variations of auto-generators.

Experiments Location Antenna During five hours with | During one hour with
length, m hourly -intervals five- minute —
intervals
1 Case - + +
2 Lab. - + +
3 2 + +
4 --= 5 + +
5 in the territory of NAA 10 + +
6 in the territory of VOR- 50 - +
DME
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3. Experimental technique

The values of the auto-generators frequency variations were measured using two eight-digit devices with
the model number “SKU00653” and recorded with a video camera (Fig. 2).

Fig. 2. Auto-generators in a metal case

The accuracy of frequency counters has been tested with a “Tektronix AFG3102C” Function Generator
and they were found to have high accuracy [18].

4. Results and discussion
4.1. Experiments lasting five hours

These experiments were carried out by registering the frequencies with an hourly interval during five
hours.

In order to determine the individual resonance frequency diapasons of auto-generators in the 1% and 2
experiments, the sensitive elements were not connected to them. In order to eliminate side effects in
Experiment 1, the auto-generators are placed in a metal (screened) case. Under the same conditions,
Experiment 2 was carried out without the use of a metal case.

The graphs in Fig. 3a and Fig. 3b illustrate the frequency variations of auto-generators according to
Experiments 1 and 2, respectively. Although the frequency values slightly differ, in some graphs they are the
same for both auto-generators ( =#= -1 auto-generator, == - 2" auto-generator). In circles within the Fig.3,
certain parts of the graphs are enlarged to show the direction of the frequency axes.

£MHZA =4= I auto-generator fMHzl Af=0.000005 =#= Iauto-generator
:_i A= 0000024 —#- II auto-generator 174 =@~ [T auto-generator
173
173 172
172
171 71 Af=-0.000002
{75 170 Af Af=-0.000001 :
;g‘;‘ Af=0 % Ai=0 169 = -0.000001
= Af'=-0.000001 -8 — 16.8 Af=-0.000002
16.7 A=01000002 AT ==0.000002 i i =
166 167
16.5 16.6
164 » 163
0 09:00 10:00 11:00 12:00 13:00 14:00t 0 09:00 10:00 11:00 12:00 13:00 14:00¢

a) b)
Fig. 3. Frequency variations of auto-generators:
a) in a metal case under laboratory conditions, b) under laboratory conditions.

The graphs show that the difference between the resonance frequencies decreases over the time and
becomes quite small, even zero in some cases.
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Resonance frequency values for the 1% and 2™ auto-generators while running are respectively: in
Experiment 1, f| = 17.374754 MHz, f, = 17.374778 MHz (Fig. 3, a): in Experiment 2: f; = 17.354630 MHz, f,
=17.354635 MHz (Fig. 3, b). In Experiments 3 and 4, for determination of - the effects of SEs on resonance
frequencies, they were not initially connected to auto-generators. In this case, the recorded values of the
frequencies are respectively: in Experiment 3, f; = 16.615353 MHz and f> = 16.615354 MHz; in Experiment
4, fi =16.333898 MHz and f> = 16.333913 MHz.

In turn, two wires were connected separately to the auto-generators as SEs. In all experiments carried out
with connected SEs, the lengths of the wires by which they consist were identical. The wires were attached to
the dielectric supports in parallel to each other and to the floor. The distance between them was 10 cm, the
altitude from the floor was 1 m, and the lengths were 2 m and 5 m in Experiments 3 and 4, respectively. After
connecting the SEs: in Experiment 3, f; = 13.599993 MHz and f, = 13.599989 MHs and in Experiment 4, f; =
10.459934 MHz and f> = 10.459942 MHs. Such frequency variations were expected; adding the capacitance
of SE to input capacitance will result in a reduction in the frequency of auto-generators. The graphs of the
frequency variations according to Experiments 3 and 4 are illustrated in Fig. 4a and Fig. 4b respectively.

In the first four experiments, the maximum values of the variations of the resonance frequencies of the
1t and 2" auto-generators are:

in Experiment 1, 0.605620 MHz and 0.605646 MHz;

in Experiment 2, 0.351823 MHz and 0.351830 MHz;

in Experiment 3, 0.113939 MHz and 0.1131936 MHz;

in Experiment 4, 0.1119920 MHz and 0.1119911 MHz, respectively.

f, MHz =+ I auto-generator ff MHZ —+ [ auto-generator
100
e =@~ II auto-generator 10.90 &Il auto-generator _ ur=-0000003
Al = -0.000004 '
13.60 10.80
i 10.70
1355 -
13.50 L 7N
Af = -0.000001 10.40 Af = 0,00008 )
1345 A Tpal S 2000001 1030
Af=0 = -
13.40 “To 09:00 10:00 11:00 12:00 13:00 14:00t
b)
1335

] 09:00 10:00 11:00 12:00 13:00 14:1}0;

a)

Fig. 4. Frequency variations of SE connected auto-generators of 2 m (a) and 5 m (b) lengths.

Experiment 5 was carried out in the NAA territory, at an environment of temperature 8°C, atmospheric
pressure of 775 mm of mercury, and relative humidity of 70-80%, according to the report of the Ministry of
Ecology and Natural Resources, February 5, 2019. Two wires each 10 m in length as SEs, were connected to
the auto-generators and attached to dielectric supports in parallel to each other and to the surface of the Earth.
The distance between the wires and their altitude from the surface of the Earth was equal to 1 m (Fig. 5). Each
SE was connected to the auto-generators via a coaxial cable of 5 m in length. Screen coverage of coaxial cables
was grounded, on the side where they are connected to auto-generators.

When the SEs were not connected, the values of the resonance frequencies of the auto-generators were fj
=17.709108 MHz and f, = 17.709110 MHz, respectively, and f; = 19.353318 MHz and f, = 19.353322 MHz
after connection of the SEs. As seen, the frequency variation is not as expected. Such variations in frequency
(i.e., increases) when connecting SEs may occur due to various reasons.

For example, SEs may increase the input potential of an auto-generator by receiving electromagnetic
waves as an antenna in an outdoor space and by collecting electrical charges in the total input capacity. This
corresponds to the reduction of the value of the total input capacity which in turn increases the frequency of
the auto-generator. The total input capacitance of the auto-generator is determined by the capacitances of auto-
generator input, the coaxial cable, and SEs. The experiments outlined below, which were carried out in the
territory of VOR-DME, indicate that when the SE is 6 m in length and the frequency of the auto-generator is
repeatedly higher than the value without SE, we can suggest that this is related to the resonance phenomena.
Since it is not the object of our research, however, we have not carried out its analysis is not carried out.
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Fig. 5 shows the graphs of frequency variations after connecting the SEs. As seen from the graphs, during
the five-hour experiments and with regard to the initial values, the final value of the frequency increased by
0.095692 MHz in the 1 auto-generator and 0.095689 MHz in the 2™ auto-generator. The difference in
frequencies is quite small at different hours, and the maximum difference (at 09:00) is 0.000004 MHz.

L.
£, MHz -+ [ auto-generator

L -=-[I auto-generator
19.44

19.42

Ar="0000001
18.40
18,38

A = 0000003 \‘/—
18,36

19.34 AT= 0000003 \uf
18,32
18,30
18.28

Ar=0.000001

A = 1 D000

0 09:00 10:00 11:00 12:00 13:00 14:00¢
Fig. 5. Frequency variation of the 10m long SE connected auto-generators during five hours.

In all experiments, the recorded values of the resonance frequencies of the auto-generators are random.
Comparison of the recorded values shows that the difference between the resonance frequencies of the auto-
generators at the beginning of the experiment (09:00) were: in Experiment 1, Af = 0.000024 MHz; in
Experiment 2, Af = 0.000005 MHz; in Experiment 3, Af = 00.000004 MHz; in Experiment 4, Af = 0.000008
MHz; and in Experiment 5, Af = 0.000004 MHz which is more than the differences that occurred in other
hours. These values can be ignored as the rough error that occurred at the beginning of the experiment. The
estimated values of the mathematical expectation, dispersion and mean quadratic deviation of possible values
of random numbers Af for the five experiments during five hours, excluding initial values are provided in the
following table (Table 2):

Table 2. The values of the mathematical expectation, dispersion and mean quadratic deviation of random numbers

Af.
No. MN(Af) DN(Af) GN(Af)
1 -10¢ 81013 89-107
2 -1.2:10°° 5.6:107"3 7.48-107
3 -10¢ 12-10°183 10.95-107
4 -1.4-10° 18.4-10°13 13.56-10
5 1.6:10°° 14.4-10°13 120-107

4.2. One-hour experiments

The frequency values in these experiments were recorded during one hour with five-minute of intervals.
All conditions remained the same as in the five-hour experiments. In addition, one experiment was carried out
with 50 m length wires in the territory of VOR-DME (Fig.1b). On that day, the environment was at a
temperature of 22-24°C and there was atmospheric pressure of 758 mm of mercury and relative humidity of
50-60 %. Values are based on data from the press service of the Ministry of Ecology and Natural Resources
of May 5, 2019. The frequency variations of the auto-generators are illustrated in graphs in Fig.6a and Fig. 6b,
in accordance with the 1% and 2" Experiments. As seen from the graphs, the resonance frequencies of the auto-
generators decreased during an hour at an approximately equal rate (Fig.7). The difference between the
frequency values is significantly small (Af < 0.000003 MHz). This difference even accounts for Af=0.000001
MHz.

The frequency variations of the auto-generators in 3" and 4™ Experiments are illustrated in the respective
graphs (Fig. 7a and Fig. 7b). As seen in the graphs, the resonance frequencies of the auto-generators vary over
time. Comparison of the values shows that the difference between the values of the auto-generator resonance
frequencies is quite small, i.e., Af <0.000002 MHz in Experiment 3, Af <0.000003 MHz in Experiment 4. This
difference even equals zero in some cases.
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Fig.6. Variations of resonance frequencies of the auto-generators within one hour: a) in a metal case, b) in a room.
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Fig.7. Variations of resonance frequencies of the auto-generators within one hour connected to SEs with lengths 2 m
(a) and 5 m (b).

The drift of frequency values on time during one hour is:

In Experiment 3, for the 1% auto-generator, Af,; =+ 0.009965 MHz (13.429734 MHz + 13.449664 MHz);
for the 2" auto-generator, Af,; = + 0.009966 MHz (13.429732 MHz + 13.449664 MHz);

In Experiment 4, for the 1°' auto-generator, Af,; =+ 0.0090275 MHz (10.579381 MHz + 10.597436 MHz);
for the 2" auto-generator, Af,; = + 0.009026 MHz (10.579382 MHz + 10.597434 MHz). The variation
diapason - Af, determines the degree of discreteness of the measurement system.

The graphs for frequency variations of the auto-generators in accordance with Experiments 5 and 6 are
shown in Fig. 8a and Fig. 8b, respectively.

f, MHz! —+ [ anto-generator f, MHz| —+—1 auto-generator
:i:’: =~ [ auto-generator Al=0,000003 15.018 [ ar=—000004 &1l auto-generator
' - 15.016
19.44
19.42 15.014
12.40 15.012
19.38
J896 15.010
19.34 15.008
L8 15.006
19.30 '
19,28 - 15,004 - a e >
0 5 1015 20 25 30 35 40 45 50 55 60t 0 5 1015 20 25 30 35 40 45 50 55 60 ¢t
a) b)

Fig.8. Variations of resonance frequencies of the auto-generators during one hour connected
to Ses with lengths 10 m (a) and 50 m (b).
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Comparison of these values shows that the difference between the frequencies is quite small, and they
are Af < 0.000003 MHz in Experiment 5 (Fig. 8a) and Af < 0.000004 MHz in Experiment 6 (Fig. 8b). This
difference equals zero in both experiments at the half hour. As seen from the graphs, the resonance frequencies
of the auto-generators vary in the same way.

Fig. 8a shows that the resonance frequencies of both auto-generators increase for 35 minutes after being
turned on and subsequently, they vary up until the end of the hour with small differences, by increasing or
decreasing. Within an hour, the resonance frequencies increase by 0.105322 MHz on both auto-generators.
Fig. 8b shows that the resonance frequencies of both auto-generators decrease for five minutes after turning
on and subsequently, they vary up until the end of the hour for 55 minutes with small differences, by increasing
or decreasing. During one-hour experiment, the final values of the frequencies of the 1%t and 2" auto-generators
decreased by 0.006271 MHz and 0.006266 MHz, respectively, with regard to the initial values. The maximum
value of the variations of resonance frequencies of the auto-generators during one hour are:

1) On the 10 m length of SEs, Af,; =+ 0.052964 MHz (19.346528 MHz + 19.452456 MHz) for the 1*
auto-generator, and Af,; =+ 0.0529635 MHs (19.346531 MHs + 19.452458 MHs) for the 2" auto-generator;

2) On the 50 m length of SEs, Af; = £0.004001 MHs (15.008618+15.016619 MHs) for the 1* auto-
generator, and Af;; = +0.003998 MHs (15.008620+15.016615 MHs) for the 2™ auto-generator.

5. Conclusion

Taking into account the time-dependent drift (Af;; = = 0.009965 MHz and Af;; = £ 0.009966 MHz) of
resonance frequencies values of auto-generators with sensitive elements of 2 m in length, under laboratory
conditions, the discreteness value of the measured parameters on both auto-generators was ny, = 15, which
allowed for determination of the weight of the approaching object.

Comparisons of the dispersions (Di(Af) = 8:10713; Da(Af) = 5.6-:107'%; D3(Af) = 12-10% D4(Af) = 18.4-10
13 and Ds(Af) = 14.4-10"%) of random values Af; showed that, in the experiments carried out, the value of the
dispersion calculated in Experiment 2 was much smaller than in others. The calculated ratio between the
dispersions in Experiments 4 and 2 (D4 (Af) / D, (Af) = 3.3-10"'%) was approximately 3. This also indicates that
frequency variations of auto-generators in Experiment 2 were more synchronous.

The results of the experiments showed that, in all cases, the resonance frequencies of both auto-generators
varied with a small difference in both sides (either increasing or decreasing) depending on time. The difference
in resonance frequencies decreased over the time, accounting for a quite small value, even zero. In all
experiments, the recorded values of the resonance frequencies of the auto-generators were random.
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Abstract. This study investigates the characteristics of a parabolic satellite antenna designed for
communication with low Earth orbit satellites in the S-band. The choice of the S-band is motivated by the
significantly lower power consumption of the radio link compared to the X-band. The S-band (2—4 GHz) is less
sensitive to adverse weather effects than the X-band (8—12 GHz). These factors are critical for nanosatellites during
Earth observation (EO) data transmission. Particular attention is given to measurements of the radiation pattern
of the parabolic antenna in the S-band. These measurements provide essential data for optimizing the antenna
design and parameters, thereby enhancing the overall efficiency of the communication system. During testing, both
simulated and experimental radiation patterns of the gain were obtained, along with key antenna parameters such
as Equivalent Isotopically Radiated Power, Input Power Flux Density, and the Gain-to-Noise Temperature Ratio.
A comparison between measured and calculated results, including measurement accuracy and error budgets,
demonstrated good agreement.

Keywords: radiation pattern, parabolic antenna, S-band, ground station, gain measurement, modeling.
1. Introduction

Modern low Earth orbit (LEO) satellite systems play a crucial role in the development of global
communication networks, offering low latency and high throughput, which are particularly valuable in
applications such as the Internet of Things (IoT), Earth observation, and broadband access [1-2]. However,
effective communication with rapidly moving LEO satellites requires antenna systems with high directivity
that can adapt to dynamically changing link geometries. Parabolic antennas remain one of the most widely
used solutions for ground stations due to their ability to focus electromagnetic energy into a narrow beam,
ensuring high gain and minimal losses [3]. The main challenges in operating with LEO satellites are related to
continuous tracking and compensation of atmospheric distortions, particularly in the X-band (8-12 GHz),
where weather effects become significant [4]. In contrast, the S-band (2-4 GHz) is less affected by precipitation
but requires a larger aperture size to achieve comparable directivity, complicating mechanical control [5].
Previous studies [6-7] have highlighted the importance of optimizing the reflector shape and feed system to
minimize sidelobe levels, which is critical for reducing interference in dense satellite constellations.

Modern approaches to enhancing the efficiency of parabolic antennas include hybrid solutions that
combine mechanical scanning with electronic beam steering using phased arrays [8]. However, as noted in [9],


https://doi.org/10.31489/2025
mailto:k.baktybekov@ghalam.kz

Eurasian Physical Technical Journal, 2025, 22, 4(54) ISSN 1811-1165; e-ISSN 2413-2179 83

most research has been focused on geostationary satellites, while the specific challenges of LEO orbits-such
as short visibility windows and frequent beam reorientation-remain insufficiently explored. This paper presents
a comprehensive analysis of the directional characteristics of a parabolic antenna in the S-band, including
radiation pattern modeling, gain evaluation, and both simulation and measurement of Equivalent Isotropically
Radiated Power (EIRP), Input Power Flux Density (IPFD), and the Gain-to-Noise Temperature Ratio (G/T).
The results are compared with recent studies on adaptive algorithms [10], providing recommendations for the
design of next-generation ground stations.

In recent years, significant attention has been devoted to optimizing the directional characteristics of
parabolic antennas for LEO satellites. Research indicates that in the X-band, achieving a gain of 50-55 dBi
requires extremely high reflector surface accuracy (RMS < 0.25 mm) and careful feed design [11]. In the S-
band, however, challenges remain in reducing cross-polarization distortions and adapting to varying satellite
orientations, which is often addressed through circular polarization [12]. It was also shown in [12] that a
developed software-defined radio (SDR) transceiver based on field-programmable gate arrays (FPGA)
provides greater flexibility, enabling operation across multiple frequency bands, filtering schemes, and
adaptive modulation and coding techniques without major hardware modifications.

Within this research, both radiation pattern modeling and gain evaluation were carried out, and the results
were compared against experimental measurements. Particular emphasis was placed on measuring the
radiation pattern of the parabolic antenna in the S-band, designed for receiving payload data and telemetry as
well as transmitting command signals. These measurements provide essential insights for optimizing antenna
design and parameters, thereby improving the overall performance of the communication system.

2. Structural scheme of the device under test and radiation pattern simulation results

The device under test is a prime-focus parabolic reflector antenna developed for operation in the
frequency range 2.025 - 2.300 GHz with right- and left-hand circular polarizations. The parabolic reflector has
a diameter of 3.7 meters and is equipped with a dual-band waveguide feed. The dual-band feed is installed at
the prime focus of the reflector and provides simultaneous reception in the X-band as well as both transmission
and reception in the S-band [13]. The S-band receive chain includes a low-noise amplifier (LNA) with a gain
of 30 dB at 2.226 GHz for downlink (DL) and 2.060 GHz for uplink (UL). For measurement purposes, a test
coupler (BDC 1018-30/20S, S-band downlink) was added to the scheme.

The bandpass filter, directional coupler, and LNA are integrated into the feed assembly. The LNA is
powered via a supply unit located in the enclosure assembly (downlink). A test cable is routed between the
output of the power supply and the switch on the DUT positioner. The modem unit is a functional subsystem
that consists of an SDR modem and a control computer. The SDR performs the primary signal processing
tasks-modulation, demodulation, filtering, and frequency conversion. The control computer operates the SDR,
implements communication protocols, processes data, and provides interfacing with external systems [13].

The S-band transmit chain (enclosure assembly uplink), including a preamplifier and a high-power
amplifier (HPA) with an output power of 30 W, amplifies the RF signal generated by the SDR. The amplified
signal is transmitted through the chain with consideration for circular cross-polarization isolation (S-band
uplink). The signal is then fed into the antenna feed and radiated by the antenna at 2060 MHz. The structural
scheme of the testing device is shown in Figure 1.

Enclosure assembly uplink
S-band uplink !. SMAfemale VLA Suaemale
o % 5 iy

Nlermate

Fig.1. Structural scheme of testing device.
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Prior to testing, the antenna geometry was modeled in CAD, and simulations were conducted in Ansys
HFSS. The calculated radiation pattern of the antenna in the S-band at 2060 MHz is presented in Figure 2.
The contour plot of the calculated radiation pattern of the antenna in the S-band at 2060 MHz is shown

in Figure 3.

Gain Plot 13

FGFDT simpls_sweep_S_band 45m 2768 ANSYS
072 R2

25.0 1

125

dB(GainTotal)
o
Il

-12.5 =

-25.0 4

—— aB(GainTotal)
Setup1 - LastAdaptive
Freq=22GHZ Phi=0deg’
dB(GainTotal)
Setup1 : Lastadaptive
Fraq=2 2GHZ Phi=45degy
— gB(GainTotsl)
Setp1 - LastAdaptive

Freq=2 2GHZ Phi=90deg’

T
100
Theta [deg]

T T
140 160

180

Fig.2. Calculated radiation pattern of the antenna in the S-band.
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Fig.3. Contour plot of the calculated radiation pattern of the antenna in the S-band.

According to the modelling results in ANSYS HFSS, the antenna Gain should be 35.5dBi maximum, and
beamwidth around 2.5 degrees at -3dB. Side-lobes are at level -25dB.

3. Antenna radiation pattern measurements

The radiation pattern measurements were performed using the “on-the-fly” method, in which the
measurement axis (AZ or EL) of the DUT positioner is continuously scanned over a predefined angular range
without stopping at each grid point. The measurement is conducted during the motion sequence when the DUT
positioner passes through one of the specified grid points. The applied DUT positioner supports radiation
pattern measurements in both receive (DL) and transmit (UL) modes, enabling a comprehensive analysis of
antenna characteristics. For the present study, the antenna radiation pattern was measured in receive mode.

The RF budget of the antenna radiation pattern at 2.226 GHz is presented in Table 1. The experimental
setup for radiation pattern measurement is shown in Figure 4. The test setup for radiation pattern measurements
consists of three sections: the Feed room, Measurement room, and Operator room. Each section represents a
dedicated space housing specific equipment. The Feed room includes the feed positioner 30R99 and the
equipment rack 30R01. The Measurement room contains the DUT positioner 10R99 and equipment racks
10R01 and 10R02. The Operator room hosts the equipment rack 20R01 and the operator’s workstation.

The transmit subsystem comprises an RF synthesizer (1) located in rack 30R01, as well as power
amplifiers (2), a broadband directional coupler (5), and a PIN switch (6). The latter is used to switch between
two linear polarization ports of the feed (7) and operates up to 40 GHz (30R99). Port switching is controlled
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by the measurement system controller (13) and PC1 software. The receiver (13), controller (14), and PC1 are
installed in the Operator room. A frequency distribution converter, Mixer 1 (3), is located in the Feed room
(30R99) to handle the RF reference signal.

Table 1. RF budget of the antenna radiation pattern at 2.226 GHz

F, | G | Gen out- | HPA | JO5 Tx Free- Anten | Fil | DUT | DUT ASCU LN Rx
M | en | PA in, | #1, F- feed, | space | -na ter | coupl | coupler- LNA, A, Mix
H | ou | path loss, | gain | Feed | Gain, | Loss, Gain, |, -er, LNA in, | input, gain | er,
z |t dB dB ,dB | dBi dB dBi dB | dB loss, dB dBm ,dB | dBm
d
B
m
22 | - -3,5 42 -1,5 | 12 -64,90 | 35 -1 | -30 -4,5 -46,40 25,7 | 20,7
26 | 30
Measurement
room

| 10RO1

LAN
RF signal
IF signal

LO signal

Operator
room

Fig.4. Experimental setup for radiation pattern measurement.

The RF signal is generated by the synthesizer, with frequency and power levels controlled at a fixed
reference level using the microwave receiver (13) and PC software via the IEEE bus from PC1. The transmitted
and amplified RF signal is radiated through the feed (7). Along the signal path, several coaxial switches are
employed, including an IF switch block (4) for Tx/Rx mode selection. The reference signal coupler (5) is
connected to the reference mixer Mixer 1 (3), which operates in the main mixing mode, ensuring extended
dynamic range and thus higher measurement accuracy.

The receive subsystem consists of the antenna under test (8), a 2-port PIN switch (9), a low-noise
amplifier (LNA) (10), Mixer 2 (11), coaxial IF switch block (4), and an LO synthesizer (12). The intermediate
frequency signal from the IF switch is routed to port 2 of the receiver (13), where it is processed and read using
the software on PC1. The system controller (14) performs synchronization, distributing trigger pulses from the
position encoder to the measurement equipment (RF/LO sources, receiver, and PIN switches) as the DUT
passes through the specified points, ensuring precise timing coordination of the measurements.
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4. Antenna Gain Measurements

The application of the three-antenna gain measurement methods is generally infeasible due to the large
size of the antenna and the limited space in the feed room. Furthermore, the antenna’s dimensions do not allow
for disassembly or replacement with other antennas on the feed positioner, which is required for applying the
three-antenna techniques. Therefore, the power measurement method (PMM) [14] was employed in the
experimental setup. This method is well established and widely used. Determining the gain with a power meter
is both flexible and efficient, making it particularly suitable for large satellite antennas. The described method
provides a measurement accuracy of +0.25 dB.

In the measurement software was added gain measurement method utilizing two power sensor heads.
This enables measurements of the absolute gain of the DUT. By measuring the output power of the feed, the
input power of the antenna, and accounting for free-space losses as well as the feed gain, the gain of the device
under test can be readily calculated using the following equation:

2
2= () GG (1)
where: Pt - transmitted power; Pr - received power; Gt - transmitting antenna gain; Gr - receiving antenna gain;
R - free-space distance; A - wavelength.

Table 2 presents the radio frequency (RF) link budget of the antenna gain at 2.226 GHz.

Table 2. Radio frequency (RF) link budget of the antenna gains at 2.226 GHz.

Gen
out- DUT ASC
Gen HPA | HP coup U
F, out, in A#1 Tx Free- Anten -ler LN
MHz dBm | path | Gai | JOSF- | feed space -na DUT | LNA A LNA Rx
los, n, Feed, | Gain Loss, Gain, | Filte | coupl in, in, Gain, | Mixer,
dB dB dB , dBi dB dBi r,dB | er,dB dB dBm dB dB
45 -
2226 -38,5 -3,5 42 -6,4 12 -64,84 34 -1 -30 63,7 | 25,7 -38,04

Figure 5 shows the block diagram of antenna gain measurement in the receive mode (DUT Rx).

Measurement

Feed room room

LAN - T
RF signal Operator

IF signal room

LO signal

Fig.5. Block diagram of antenna gain measurement.
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In this mode, the PC1 software, together with power sensors (10, 11) connected via the controller (13),
provides automatic switching between power measurements at the input port (11), connected to the antenna
(8), and the output port (10), connected to the feed (7). The measured power values from both ports are fed
into the power meter (14) and then transferred via the IEEE interface to the personal computer (PC1), where
they are processed by the software in accordance with the previously presented equation. The measured value
of 31 dBi then should be corrected by adding 3dB due to the applied method and hardware. The measurement
feeds are operating in linear polarization, whereas the DUT feed in circular. Therefore the resulted Gain is
equal to 34 dBi.

5. Equivalent Isotropically Radiated Power (EIRP) Measurement

The Equivalent Isotropically Radiated Power (EIRP) is defined as the product of the transmitting antenna
gain (Grx in given direction and the input power applied to the antenna (Prx):

EIRP = GTX " PTX (2)

For EIRP measurement, a formula based on the Friis transmission equation is applied, where the
parameters of the range feed antenna are used instead of those of the device under test (Tx antenna):

EIRP = PRX,feed'LPdown; (3)
GRX,feed
LPgown=(4nR/1)%; (4)

where: LPgown- free-space path loss, Grx fed- range feed gain; Prx feed - received power at the range feed; A -
wavelength of the test signal; R - free-space distance (distance between the device under test and the range
feed).

The RF budget of the EIRP at 2.060 GHz is presented in Table 3. The antenna must be aligned with the
symmetry axis of the measurement zone (Measurement Room). The input signal is applied as a synthesized
continuous wave (CW) (1) with a sufficient level to saturate the transponder (10R02). The transmitted and
received power are measured using power meters (3) and (11), and based on the known antenna characteristics
and the distance to the Range Feed antenna, the EIRP is calculated.

Table 3. RF budget of the EIRP at 2.060 GHz.

F, Prx (PM), Cable path D/L D/L Range feed Gain, | Free space Loss, dBm to EIRP,
MHz dBm Loss, dB dBi dB dBW dBW
2060 12,75 -6,4 11,6 -64,23 30 41,78

Note: EIRP and IPFD tests are typically performed under payload saturation conditions, i.e., at its maximum output
power. Two methods are commonly used to determine saturation [15]:

— by measuring the maximum output power using power meters (3) and (11);

— by analyzing the carrier-to-noise ratio using the signal analyzer (9).

Figure 6 illustrates the schematic diagram for the EIRP test.

6. The Input Power Flux Density (IPFD) Measurement

The Input Power Flux Density (IPFD) is defined as the power flux density required to saturate the device
under test, and can be expressed as [16]:

1
IPFD = Prx feed * GTx feed ° (m)' )
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where: Grx feed 18 the range feed gain; Prx feed 1s the transmitted power of the range feed; R is the free-space
distance (i.e., the distance between the device under test and the range feed); (1/4nR?) is the free-space
distribution factor.

Measurement

Feed room room

|10R01

LAN
RF signal )
IF signal

7 " Operator
LO signal room

Fig.6. EIRP testing scheme.

The RF budget of the IPFD at 2.060 GHz is presented in Table 4. To determine the IPFD, the testing
antenna (Measurement Room) must be aligned with the axis of the measurement zone at the maximum of its
radiation pattern. A synthesized CW signal (1) is applied through the feed (7), ensuring saturation of the
payload of the antenna (Measurement Room). The required input power saturation level at the antenna can be
measured using the power meter (10). With the known feed gain and the distance R, the IPFD can then be
calculated using the aforementioned equation in the PC1 software. Figure 6 presents the schematic diagram of
the IPFD test.

Table 4. RF budget of the IPFD at 2.060 GHz.

Cable path
F, Power U/L Tx U/L cable U/L Range | Spreadi | dBm | IPFD, IPFD
M | Meter Tx, reference, Power path 7m antenna ng loss, to dBW/ circular
Hz dBm dB dBm loss, dB gain, dBi dB dBW m”2 estimation
20
60 -36 -16 -20 -6 12 -36,44 30 -50,44 -53.44

7. Measurement of Receiver Chain Figure of Merit (G/T)

The principle of the test setup for G/T is shown in Figure 7. The determination of G/T is performed by
measuring three different power levels [17]:

— Pi - the noise power level of the receiving test equipment. For this purpose, the feed (7) is terminated
with a 50 Q load, and the test equipment (10R02) is disconnected from the antenna. The intrinsic noise of the
test equipment P: (10) is then measured;
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— P2 - the noise power level of the receiving test equipment, including the internal noise of the

measurement equipment (10R02);

— Ps - the power level of the receiving test equipment (10R02), including the antenna noise and the power
from the feed.

Feed room

LAN

RF signal
IF signal
LO signal

Measurement
room

|10R01

Operator
room

Fig.7. Schematic diagram of the IPFD and G/T test.

After the power levels are measured, the stored data are processed in the PC1 software, where the G/T
value is automatically calculated using the following equation [18].

G k-Bx-LP P3-P2
T ( EIRP ) . (PZ—PI)' ©)
where: LP - is the free-space path loss; k - is the Boltzmann constant; B - is the resolution bandwidth.
Table 5. RF budget of G/T at 2.060 GHz.

F, Ptx, Cable path U/L, U/L range EIRP Free space, P1, P2, P3,
MHz dBm dB antenna Tx dB dBm dBm dBm
2226 -40 -6 12 -34 -64,90 -49,8 -49,79 | -39,38
Y1, Y2, k, k, NBW, NBW
dB Yllin | YI-1 dB Y2lin | Y2-1 | dBW/Hz/K | dBm/Hz/K Hz dBHz G/T

1,002 | 26,573 10,99 | 9,995 59,740509 | 5,6588
0,01 51 8 10,41 01 61 -226,6 -199,6 942000 01 4

8. Results and discussion of the experiment

The proposed system provides Fundamental RF mixing up to 18 GHz and then Low-Harmonic RF mixing
(3rd harmonic) up to 40 GHz and therefore sufficient measurement speed, sensitivity and dynamic range
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without the use of large amounts of coherent integration or very small IF bandwidths. Fundamental and Low-
Harmonic mixing also minimizes the accuracy problems associated with RF and LO harmonics when
measuring wide-band antennas. Due to the design of the Distributed Frequency Converter, and the internal
design of the IF processing Unit, system stability and accuracy improve significantly. The system stability is
a key factor in achieving high levels of measurement repeatability.

The excellent accuracy means antenna patterns can be measured over an extremely wide dynamic range
with less than 0.1 dB of uncertainty due to the instrumentation.

The system uses an industrial standard measurement system in our modified configuration. A RF
multiplexing is applied with the switches to extend the number of measurement channels. Only a single mixer
(reference mixer type is used) is required, allowing use of a single rotary joint in the positioner. Furthermore,
the sources and receiver are triggered using a TTL handshake, resulting in a higher frequency switching speed.
The receiver operates in fast - CW mode and stores the measured data in its internal point buffer, from where
it is transferred to the control computer in an asynchronous fashion. This configuration minimizes overhead
and makes maximum use of the high speed of the individual components.

The graphs below present the results of the normalized three-dimensional radiation pattern (Fig. 8), the
antenna gain (Fig. 9), and the normalized contour plot of the gain (Fig. 10).

Elevation [deg]
o

- -40.00 dB
- -308.00 dB
-20.00 dB
—-15.00 dB
- -10.00 dB
- -5.00 dB
-3.00 dB
- -2.00 dB
-1.00 dB
= Beam-Peak (-0.00 dB @ ©.07,-0.0@)

T T T T T T T T T —T T
-10 -8 -6 -4 =2 ] 2 B 6 8 10
Azimuth [deg]

Fig.9. Contour graph of the gain.
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Fig.10. Antenna Gain versus Direction.

As seen from the plots, the pattern width at -3dB is around 2.4 degrees, which is very close to the expected
from modelling (2.2 deg.). The total Gain of the tested antenna is 34 dBi, and side-lobes at level -25dB, which
is very close to the expected value.

Overall, the observed results are consistent with the calculated values obtained from Ansys simulations.
Minor discrepancies may be attributed to inaccuracies in the CAD model, as well as inaccuracy in
manufacturing and fastening of the antenna feed to the reflector. The test results are presented below in Table
6. The test results show that the measured parameters of EIRP, IPFD, and G/T are generally consistent with
the preliminary simulations. The most significant deviation is observed in the EIRP values, which requires
further analysis to determine the reasons for exceeding the design specifications.

Table 6. Test results with payload.

DL Frequency / | UL Frequency / Power Budget calculations Measurement results
DL, MHz UL, MHz
EIRP IPFD G/T EIRP IPFD G/T
2220 2058 41.78 -50.44 -5.02 43.23 -50.32 -5.04
2226 2060 41.78 -50.44 -3.64 45.06 -50.1 -3.69
2230 2062 41.78 -50.44 -3.69 44.84 -50.17 -3.75

The IPFD and G/T parameters demonstrate a high degree of agreement with the calculated models,
confirming the reliability of the receiving chain characteristics and the antenna’s noise properties. These data
can be further used for evaluating the compliance of the antenna and payload with the design requirements.

9. Conclusion

Tests of the S-band channel of the earth station’s antenna system for receiving and transmitting signals
from low Earth orbit (LEO) satellites were conducted. As part of the antenna and payload testing, procedures
for measuring and collecting experimental data were developed. Namely, the proposed system achieves high
accuracy, stability, and speed by combining Fundamental and Low-Harmonic RF mixing with an optimized
Distributed Frequency Converter architecture. The modified industrial-standard setup provides increased
channel capacity using RF multiplexing, while the minimized overhead and the maximized component speed
are achieved through TTL triggered fast-CW data acquisition.
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Accordingly, a CAD model of the parabolic antenna was created, and calculations of parameters such as
equivalent isotropically radiated power (EIRP), input power flux density (IPFD), and the gain-to-noise-
temperature ratio (G/T) were performed. Simulations were carried out in ANSYS HFSS. Experimental
measurements of these parameters showed good agreement with the calculated results. These results indicate
that the developed antenna system is ready for use in the satellite-communications earth station, and that the
antenna test range is ready for further operation.
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INVESTIGATION OF THE EFFECT OF ELECTROPHYSICAL
PARAMETERS OF THE HIGH-VOLTAGE SHORT-PULSE
ELECTROHYDRAULIC DISCHARGE SYSTEM AND
A NANOCOMPOSITE CATALYST ON OIL SLUDGE DESTRUCTION
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Abstract. This paper presents the results of a study on oil sludge processing using high-voltage short-pulse
electrohydraulic discharge. The influence of key parameters, such as discharge voltage, capacitor bank
capacitance, processing time, electrode gap, and catalyst concentration, on the yield of light and medium petroleum
fractions is analyzed. Experiments have shown that the optimal conditions for achieving the maximum fraction yield
(up to 36.4%) are: a processing time of 6 minutes, an electrode gap of 10 mm, a capacitor bank capacitance of
0.125 uF, and a nanocomposite catalyst concentration of 1%. It has been established that the use of a catalyst
enhances the destruction of high-molecular compounds, while optimization of the electrophysical parameters
improves the energy efficiency of the process. The obtained results can be used to develop energy-efficient
technologies for oil waste disposal.

Keywords: oil sludge, nanocatalyst, high-voltage short-pulse electrohydraulic discharge, light and middle fractions.
1. Introduction

Oil production, crude oil processing, and its transportation through main pipelines are accompanied by
the accumulation of large amounts of petroleum-containing waste, among which oil sludge (OS) occupies a
significant place. Oil sludge formed during the operation of enterprises in the oil industry is a multicomponent
system that includes water, organic compounds, and mineral impurities. Due to the presence of pathogenic
microorganisms, parasites, and heavy metals, such waste has a negative impact on ecosystems and poses a
threat to human health. Oil sludge also contains a solid inert fraction. According to estimates, the annual global
volume of oil sludge generation exceeds one billion tons, meaning that up to seven tons of such contaminated
material may be produced per ton of extracted crude oil [1]. Traditional methods of handling oil sludge—such
as storage in sludge pits or subsequent incineration—Iead to the loss of a significant portion of valuable
hydrocarbons and are accompanied by harmful effects on ecosystems. Therefore, the processing of oil sludge
with the aim of recovering oil for further economic use is considered a more efficient, economical, and
environmentally justified option. Various technologies for extracting oil from oil sludge have been studied to
date, including freezing methods [2], solvent extraction [3], microwave irradiation [4], centrifugation [5],
ultrasonic treatment [6], and pyrolysis [6, 7]. However, most existing methods thermal, biological, mechanical,
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chemical, and physicochemical are unable to ensure sufficient environmental safety and a high degree of
recovery of petroleum products from sludge. An additional challenge is that these technologies rely on
expensive, fully imported equipment requiring skilled technical maintenance, as well as significant reagent
costs (polyurethane compositions, various resins, liquid glass, cement materials). As a result, the overall
environmental burden associated with oil sludge processing remains high. One of the most promising
approaches to minimizing harmful impacts is the extraction of valuable hydrocarbon components from oil
sludge followed by their processing into commercial products, which significantly reduces the amount of
residual waste. In recent years, companies in the oil production sector have been actively implementing new
technological solutions aimed at more efficient utilization of waste generated at the stages of oil extraction and
refining. However, as follows from the conducted analysis of published studies [1-7], to date there is no
universal technology for neutralizing and processing oil sludge that simultaneously meets all environmental,
technical, and economic requirements. Centrifuges and separation units used in industry—both foreign and
domestic—allow effective water removal and reduce the impact of solid mechanical impurities while
practically preserving the hydrocarbon fraction of the raw material. According to study [8], combined oil
sludge processing technologies based on mechanical and physicochemical methods followed by a biological
post-treatment stage are considered more environmentally safe and provide enhanced efficiency in the
treatment of petroleum waste. Such processing methods require significantly lower costs compared to direct
incineration of oil sludge, and their efficiency is considerably higher. An additional challenge is that these
technologies rely on expensive, fully imported equipment that requires qualified technical maintenance, as
well as substantial expenditures on reagents (polyurethane compounds, various resins, liquid glass, cement
materials). As a result, the overall environmental burden of oil sludge processing remains high.

Consequently, a global trend has emerged toward a decline in the growth rate of conventional
hydrocarbon reserves, including crude oil. In this regard, special attention is being paid to the rational use of
petroleum resources and the active search for alternative and unconventional sources of hydrocarbons. The
search for efficient technologies for oil sludge processing and utilization is therefore an urgent scientific and
practical challenge. This issue becomes increasingly important as the availability of conventional hydrocarbon
resources decreases and the need to expand the raw material base through unconventional sources grows.
However, the processing of such feedstocks is associated with several difficulties due to their high viscosity,
the presence of resin—asphaltene compounds, metals, and other impurities, which significantly complicate the
treatment process [9, 10]. One of the most promising methods for processing petroleum waste is the application
of high-voltage short-pulse electrohydraulic discharge (HVED) to heavy hydrocarbon organic matter. This
method is based on the generation of high-energy pulses in a liquid medium, which produce shock-wave effects
and create localized extreme conditions—high temperatures, pressures, and cavitation. As a result, complex
hydrocarbon structures are destroyed, leading to the formation of lighter fractions [11, 12]. The use of HVED
technology improves the physicochemical properties of petroleum residues, reduces their viscosity, enhances
fluidity, and increases the yield of light and middle hydrocarbon fractions that are in demand as fuels and
petrochemical feedstocks. Additional advantages of this method include its relative energy efficiency,
environmental friendliness (due to the absence of aggressive chemical reagents), and the possibility of
integration with catalytic processes. In our previous studies [13, 14], the effectiveness of the developed
nanocomposite catalyst based on bentonite coated with nickel, in combination with the impact of HVED, was
examined. It was shown that the introduction of the catalyst contributes to the intensive destruction of chemical
bonds in heavy hydrocarbon C-C compounds and leads to an increased yield of light and middle fractions. The
obtained results confirmed the feasibility of using the developed nanocomposite catalysts based on nickel-
coated bentonite to enhance the efficiency of oil sludge processing.

A promising direction for further research is the study of the effect of HVED discharges and the addition
of the nanocomposite catalyst based on zeolite, coated with nickel as developed by the authors, in order to
increase its catalytic activity. Zeolites, due to their unique crystalline structure and surface properties, provide
high efficiency in processing heavy hydrocarbon feedstocks and contribute to the increased yield of low-
molecular-weight products. Additionally, zeolites exhibit significant thermal stability, which allows their use
in the treatment of petroleum residues under high-temperature conditions [15].

The application of HVED in combination with nanocomposite catalysts based on zeolites opens up new
possibilities for the efficient processing of oil sludge. In particular, studying the effect of a catalyst composed
of a mixture of activated zeolite and bentonite clay impregnated with nickel on the oil sludge treatment process
can serve as a foundation for the development and implementation of new nanocatalysts for the thermal
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cracking of heavy hydrocarbon feedstocks. This approach enhances processing efficiency, increases the yield
of target products, and simultaneously contributes to solving the problem of industrial waste utilization.

2. Materials and methods of research

The oil sludge used in this study was obtained from the inner surfaces of the Atasu—Alashankou main oil
pipeline. To increase the processing efficiency, a nickel-coated zeolite catalyst was additionally introduced
into the oil sludge. The catalyst concentration in the treated sludge varied from 0.0 to 1.5% (0.5%, 1.0%, and
1.5%). The catalyst was introduced in the form of a fine powder immediately before the start of the
electrohydraulic treatment. The fractional composition of the processed products was determined by thermal
distillation. The main criterion for evaluating process efficiency was the percentage yield of light and middle
hydrocarbon fractions at temperatures up to 200 °C and 300 °C, respectively, for the analyzed oil sludge.

To determine the optimal parameters and develop a mathematical model of the oil sludge processing
process formed on the inner surfaces of the Atasu—Alashankou oil pipeline under the influence of HVEDs,
laboratory experiments were carried out using the probabilistic—deterministic experimental design method.
The applied methodological approach made it possible to evaluate the combined effect of the key parameters
of the HVED system and the nanocatalytic additive. The list of the studied factors and their levels is presented
in Table 1. Since the dependence of the yield of target products from oil sludge on the considered parameters
exhibits a nonlinear character, the experimental data were processed using the method of experimental design
based on the principles of nonlinear multiple correlation. The design matrix is presented in Table 2. Each row
of the matrix corresponds to a specific set of experimental conditions. The matrix structure was developed in
such a way that, in the full set of experiments, each level of any factor is combined exactly once with every
level of the remaining parameters.

Table 1. Studied electrophysical parameters of the HVED system and the added nanocomposite catalyst

X1 (%) 0 0,5 1 1,5
X2(uF) 0,125 0,25 0,5 0,75
X3(min) 5 6 7 8

X4(mm) 7 8 9 10

Note: The variable X: represents the amount of added nanocomposite catalyst (%), Xz-the capacitance of the capacitor bank in
the HVED system (uF), Xs-the treatment time (min) under electrohydraulic discharges, and X4-the electrode gap (mm).

Table 2. Experimental design matrix and the influence of various HVED system factors and added catalyst on the
ield of light and middle fractions after treatment.

No. X1, % X5, WF X3, min X4, mm Yave %
1 0 0,125 5 7 20,3
2 0,5 0,25 6 8 29,9
3 1 0,5 7 9 24,9
4 1,5 0,75 8 10 21,3
5 0 0,25 7 10 18,1
6 0,5 0,125 8 9 21,1
7 1 0,75 5 8 13,33
8 1,5 0,5 6 7 29,61
9 0 0,5 8 8 21,46
10 0,5 0,75 7 7 15,4
11 1 0,125 6 10 36,4
12 1,5 0,25 5 9 30,09
13 0 0,75 6 9 9,18
14 0,5 0,5 5 10 23,68
15 1 0,25 8 7 25,8
16 1,5 0,125 7 8 20,9
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3. Results and discussion

Based on the constructed experimental design matrix, histograms were plotted to illustrate the influence
of the main parameters on the yield of light and middle hydrocarbon fractions. Figure 1 shows the dependence
of the yield of these fractions on the duration of the HVED treatment and the electrode gap during the
processing of oil sludge formed on the inner surface of the Atasu—Alashankou oil pipeline. As shown in Figure
1, the highest yield of light and middle fractions is achieved at a treatment duration of 6 minutes and an
electrode gap of 10 mm. Under these conditions, the yield reaches 36.4% of the initial oil sludge mass. This
result can be explained by the combined effect of two factors-the optimal duration of the HVED treatment and
the interelectrode distance-which ensure the most stable formation of the pulsed discharge, thereby promoting
the destruction of high-molecular-weight hydrocarbon compounds.

When the treatment time exceeds 6 minutes (up to 7-8 minutes), a decrease in the yield of target fractions
is observed, which is associated with the redistribution of discharge energy and possible secondary compaction
of the reaction products. Similarly, reducing the electrode gap below 10 mm decreases process efficiency due
to discharge channel instability and local overheating of the medium. Figure 2 shows the influence of the
capacitor bank capacitance of the HVED system and the treatment duration on the yield of light and middle
fractions from the oil sludge. The highest yield of light and medium fractions is observed at the minimum
capacitance of the capacitor bank - 0.125 pF. Under six minutes of exposure, the yield reaches its maximum

value of 36.4 %.
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Fig.1. Influence of HVED treatment time and electrode gap on the yield of light and middle fractions
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This result indicates that at low capacitance values, more powerful and concentrated discharge pulses are
formed, providing effective destruction of complex hydrocarbon structures. With an increase in capacitance
(0.25-0.75 pF), a gradual decrease in yield is observed, which is associated with the elongation of the pulse
over time and a reduction in the specific energy transferred to the reaction zone. At the same time, the influence
of treatment duration also becomes evident: increasing the exposure time to 7—8 minutes leads to stabilization
of the results; however, a significant increase in yield is not observed. Experimental data showed that the
maximum yield of light and medium fractions is achieved at a nanocatalyst concentration - zeolite impregnated
with nickel - of 1% and a treatment duration of 6 minutes (Fig. 3).

X 40
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203 21,46 21,11 20,921,3
20 18,1
15,4
15 13,33
9,18
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0% 0,50% 1% 150%  paiysteonss
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Fig.3. Influence of the amount of nickel-coated zeolite nanocatalyst on the yield of light and medium fractions

Further increase in the amount of catalyst leads to a decrease in the yield of target products, which may
be associated with the sorption of active components or the restriction of mobility in the organic medium. This
confirms the necessity of accurately determining the optimal catalyst content to achieve maximum process
efficiency. As shown in Fig. 4, the following graphs illustrate the influence of discharge voltage (kV) and
capacitor bank capacitance (UF) on the yield of light and medium oil sludge fractions (%) during processing
by the HVED method.

F, % Without catalyst (0%) F% Catalyst concentration: 1%
35 30 30 40 2K
35
30
S 21,46 30 & o s 23
25 20,3 1
20 it 3 25 \/ —
20 2 \33
15 9,18 15
10 10
5 5
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0125 025 05 075 |..lF 0,125 0,25 0,5 0,75
Voltage, kV Yield of light and medium fractions, % Voltage, kV Yield of light and medium fractions, %
a) b)

Fig. 4. Influence of discharge voltage on the yield of light and medium fractions from oil sludge:
(a) without catalyst; (b) with 1% catalyst content.

In experiments conducted without the use of a catalyst (0%), it was found that increasing the capacitance
of the capacitor bank from 0.125 to 0.25 uF leads to a decrease in discharge voltage, recorded by the
kilovoltmeter, from 30 to 25 kV. This is accompanied by a reduction in the yield of light and medium fractions
— from 20.3% to 18.1%. With a further increase in the capacitance of the HVED system up to 0.5 pF, the



Eurasian Physical Technical Journal, 2025, Vol.22, No.4(54) ISSN 1811-1165; e-ISSN 2413 - 2179 99

opposite trend is observed: the voltage rises to 30 kV, and the proportion of light and medium fractions
increases to 21.46%. Thus, the capacitance of the capacitor bank has a significant effect on the intensity of the
destruction of high-molecular-weight hydrocarbon compounds present in oil sludge.

At a catalyst content of 1%, the dependence becomes more pronounced: the maximum yield (36.4%) is
observed at a capacitance of 0.125 pF, while the kilovoltmeter reading is 26 kV. When the capacitance
increases to 0.5 pF, the voltage drops to 20 kV, and the yield of target fractions decreases from 36.4% to
25.8%. This behavior can be explained by the fact that at lower capacitance values of the capacitor bank, higher
pulse voltages are generated in the system, ensuring the intensive occurrence of physical-chemical destruction
processes. In the presence of a catalyst, these processes proceed more efficiently due to the accelerated
breaking of molecular C—C bonds in heavy hydrocarbons.

4. Conclusion

As aresult of the experimental studies, it was established that the use of HVED technology in combination
with a nickel-coated zeolite nanocatalyst enhances the efficiency of processing oil sludge formed on the inner
surfaces of the Atasu—Alashankou oil pipeline. It was determined that the yield of light and medium
hydrocarbon fractions is significantly influenced by the electrophysical parameters of the process: the
capacitance of the HVED system’s capacitor bank, the interelectrode gap, the treatment duration, and the
catalyst content.

The kilovoltmeter readings, which reflect the actual discharge voltage, together with the capacitance of
the HVED capacitor bank and the catalyst concentration, determine the efficiency of the electrohydraulic
destruction process of high-molecular-weight compounds in oil sludge.

The maximum fraction yield of 36.4% is achieved under optimal conditions: treatment duration of 6
minutes, interelectrode distance of 10 mm, capacitor capacitance of 0.125 pF, and catalyst concentration of
1.0%. The introduction of the zeolite-based catalyst increases the energy efficiency of the process, confirming
the potential of combining HVED technology with catalytic methods for oil waste processing.
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Abstract. This study investigates Fisher and Shannon entropies in one- and three-dimensional systems under
the Radial Scalar Power Potential. Using the Nikiforov—Uvarov method combined with the Greene—Aldrich
approximation, we derived energy eigenvalues and normalized wavefunctions. The results demonstrate that
Shannon and Fisher entropies satisfy fundamental quantum information inequalities, including the Bialynicki—
Birula—Mycielski and Stam—Cramér—Rao bounds, across different spatial dimensions. Rényi entropy was also
analyzed in both position and momentum spaces, revealing its dependence on the screening parameter and
highlighting the complementarity in measurement precision between conjugate domains. In particular cases, the
Radial Scalar Power Potential reduces to the Kratzer potential, allowing the computation of energy spectra for
methylidyne (CH) and nitrogen (Nz) molecules. Energy increases with angular momentum, affecting molecular
stability and spectroscopic transitions, while calculated oscillator strengths are in agreement with previous results,
thereby validating the Radial Scalar Power Potential model for applications in both quantum information theory
and molecular spectroscopy.

Keywords: Schrddinger equation, Oscillator strength, Nikiforov-Uvarov method; Diatomic molecules; Entropic
uncertainty.

1. Introduction

Quantum information theory studies the transfer and manipulation of information within quantum
systems by combining principles from quantum mechanics, computer science, and information theory. It
focuses on understanding and controlling how information is stored in quantum states. Among the various
metrics used in this field, Shannon entropy and Fisher information have been widely applied [1, 2], as they
provide a rigorous way to quantify uncertainty in atoms and molecules. Over the years, information-theoretic
measures in quantum systems have attracted significant attention [3], largely due to their applications in
probability density functions and computational analyses, offering deeper insights into the behavior of
quantum mechanical systems. These measures have been applied across diverse areas, including physical and
chemical sciences [4]. The entropic uncertainty relation serves as an alternative formulation to the Heisenberg
uncertainty principle [5]. In both position and momentum spaces, information-theoretic tools have been
extensively employed to study the distribution of quantum states under various potential models [1-5]. In
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quantum mechanics, the Heisenberg uncertainty principle (HUR) [6] was later reformulated in terms of
entropies by Biatynicki-Birula and Mycielski (BBM) [7], extending its application to both position and
momentum spaces. However, Hirschman [8] was the first to introduce an entropic approach to the position-
momentum uncertainty relation, and Beckner [9] provided a formulation equivalent to BBM, highlighting the
crucial role of entropy in capturing the intrinsic uncertainty of quantum systems. This entropic relation is
expressed as:

S(pn1) +S(m) 2 D(1 +Inm) e

The number of spatial dimensions is denoted by D. This relationship has been shown to surpass the
Heisenberg Uncertainty Relation (HUR) in sophistication, as it can accommodate greater complexity. The
Shannon entropy, a key metric in this framework, is defined as:

5(pnl) = - fRD pnl(rq) npy (Tq)drq (2

>

and
SWn) = = Jro Y (@) Iy (p)dp 3)

where S(p,,;) is the position space Shannon entropy, S(y,;) is the momentum space Shannon entropy,
RPrepresent integrating over real space and D is the dimensions which could be 1,2 or 3.

The probability densities (PD) in position and momentum spaces are provided in Equations (4) and (5),
respectively.

ou (1) = [’ 4)
and
Yu(®) = [Y()I? (5)

P (p) represents the momentum-space wave function, obtained by applying the Fourier transform (FT)
to Y (rg). This concept is related to Shannon entropy and reflects the degree to which a system is localized or
spread out in space [10]. In contrast, Fisher information (FI), a purely local measure, primarily investigates
local variations in the probability density (PD) and is expressed as follows [11]:

Voni(rg)|’
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Fisher information inequality becomes [11]

1(0)I(¥) =9 [2 - l?f:) |m|]2 > 36. (8)

The Rényi entropy [12] in coordinate spaces can be expressed as

Rq(pr) = ﬁln(fRﬂP(Tq)lq qu)
) 9

Rq(¢p) = EIH(IRDl(b(p)lq dp)
(10)
The concept of Rényi entropy introduces an index parameter q, which characterizes the sensitivity of a
system to deviations from equilibrium. When q=1, Rényi entropy reduces to Shannon entropy, representing
the equilibrium distribution and reflecting the balance of uncertainty in the system. For g>1, Rényi entropy
decreases, indicating increased knowledge about the system, whereas for q<l, the entropy rises, reflecting
reduced information. The parameter q is always non-negative and lies within the range 0<q=<co [13]. Previous
studies have applied information-theoretic measures to molecular systems. Amadi et al. [14] investigated
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Shannon entropy and Fisher information in three-dimensional molecular systems under the Deng-Fan and
Eckart potentials for diatomic molecules, finding that Shannon entropy exhibited localization, while Fisher
information indicated delocalization in both position and momentum spaces. Both measures satisfied the BBM
and Stam—Cramér—Rao (SCR) inequalities. Similarly, Onyeaju et al. [15] analyzed Shannon and Rényi
entropies in molecular potentials, validating the Heisenberg Uncertainty Principle (HUP) through expectation
values in both position and momentum spaces. Laguna et al. [16] further explored information-theoretic
measures using Gaussian-type functions.

Oscillator strength, which quantifies the probability of an electron transition between energy levels in
atoms or molecules, is critical for understanding spectral line intensities and matter—radiation interactions
[17,18]. For instance, Hibbert [ 19] described oscillator strength as a measure of electric dipole emission during
electron transitions, using the dipole approximation and selection rules. This measure has been widely applied
in stellar spectroscopy, where atomic transitions involve energy absorption or emission. Studies on oscillator
strengths in different potential models have produced diverse trends. Ikot et al. [20] found that oscillator
strength decreased with increasing potential parameters in the enhanced molecular Manning—Rosen potential,
while Varshni [21] observed a similar decrease under the Hulthén potential. In contrast, Hassanabadi et al. [22]
reported an increase in oscillator strength for the generalized Poschl-Teller potential as potential parameters
were raised. Numerous other studies have examined potential models in quantum systems [23-25].

However, to the best of our knowledge, no previous work has applied the Radial Scalar Power Potential
(RSPP) to investigate Fisher information, Shannon and Rényi entropies, or oscillator strengths in coordinate
spaces. The RSPP provides a valuable framework for analyzing quantum state behavior, calculating
information-theoretic measures, and determining transition probabilities, which are essential for advancing
quantum information theory and understanding oscillator strengths. Accordingly, this study investigates
Shannon, Fisher, and Rényi entropies, oscillator strength, and the energy spectra of methylidyne (CH) and
nitrogen (N2) diatomic molecules within the context of the RSPP.

2. The solutions for the eigenvalues and wavefunctions.

In this study, we employ the Nikiforov-Uvarov (NU) method [26], a systematic technique for solving
second-order differential equations of the hypergeometric form. For a comprehensive derivation and detailed
methodology, refer to Appendix A. When examining a quantum system governed by a defined potential, the
Schrodinger equation (SE) is represented as [27]:

d?Ry(ry)  2u 1(I+1)h?
L0 4 28 (B = V() ) R () = O "

where [ is the angular momentum quantum number, p is the reduced mass , 7,is the particle distance, and

f 1s the Planck constant.
The RSPP is of the form [28]

V(ry) = aoty + bory® + dy — % + Tk—oz
q q (12)
where ag, by, dg, go,and kg are potential strength.

The RSPP has valuable practical and experimental implications in quantum mechanics, atomic physics,
and molecular systems. It offers a more precise model for studying particle interactions in central force fields,
especially in cases where traditional potentials like the Coulomb or harmonic oscillator fall short in capturing
interaction details. Experimentally, this potential helps predict energy spectra and analyze the behavior of
diatomic molecules, quarkonium systems, and nanoscale particles. Its flexibility makes it ideal for fitting
experimental data more accurately, leading to a deeper understanding of complex physical phenomena like the
information theory.

Inserting Eq. (12) into (11) gives

d2Ry . 2p 5 Jdo ko l(+1)A? _
—drq’; + E(Enl — Aoty — boty” —do + Tq T 2urg? Ru(rg) =0, (13)



104 Eurasian Physical Technical Journal, 2025, 22, 4(54) ISSN 1811-1165; e-ISSN 2413-2179

Equation (13) cannot be solved exactly with the inserted potential model. The Greene-Aldrich
approximation scheme 7,72 ~ a?(1—e™*4)" %1, '~ a(1—e *)™! is employed to address the
centrifugal barrier. This approximation provides a reliable estimate for the centrifugal term and is applicable
within the range specified by a << 1, [29]. The Greene-Aldrich approximation is selected for its simplicity
and effectiveness in solving Schrodinger equation with specific potential forms. However, its limitations arise
in higher-dimensional scenarios due to reduced accuracy in capturing the intricate coupling of angular
momentum and potential terms, which may lead to deviations in energy eigenvalues and wavefunction
behavior. By applying a variable transformation from 7, — x4, our new coordinate is expressed in terms of the
parameter x; = e~ “"4, which enables the simplification of Eq. (13), ultimately leading to Eq. (14).

dzll’(xd) 1-xq dw(xd) 1 _A(l - xd)4 - B(]‘ - xd)3 lp(x ) — 0 (14)
dxg?  xg(-xa) dxa  [xa(-xl? |—g(1 —xg)2+ C(1—xg) =D —y| ¢ '
where
2UEy 2ud __2ua __2ub __2ug __ 2uk _
TE= athl - azhg' a a‘*hg' a a3hg' ¢= ahZO'D N hzo” y =1+ 1)} (13)

Equation (14) contains terms of order x;3 and x4*. To simplify and obtain an approximate analytical
solution, we neglect these terms by assuming to ar, < 1 [30]. Truncation of higher-order terms simplifies
mathematical models, making them more computationally efficient while retaining physically realistic
outcomes. This approach reduces complexity, enhances interpretability, and enables practical application in
systems where lower-order terms dominate, ensuring accurate predictions without unnecessary computational
overhead, especially in well-defined parameter regimes with minimal influence from higher-order
contributions. Consequently, Eq. (14) reduces to

—(e + 6A + 3B)x,?

d*P(xa) 1-xg d(xa) 1 _
trg T raGoxp ey T aGoxgP +(2e+4A+3B—-C)xg |YP(xg) =0,
—(+A+B—-C+D+y)
(16)
The comparison of Eq. (16) and Eq. (A1) of Appendix A, the following polynomials are gotten;
- . R
t(x,)=1-x,; o(x,)=x,(1-x,); o'(x,)=1-2x,,
o' (x,)=-20(x;)=—(e+64+3B)x,
+(26+44+3B-C)x, —(¢e+A+B—-C+D+y) a7
Inserting the polynomials given into Eq. (A9) of Appendix A, gives
1 (xg) = =22 +/(A = K)xg? + (K + Ap)xg + 43,

where
Ay=(3+e+64+3B), Ay=—(2e+44+3B—C), Ay=(e+A+B—C+D+y).
The NU method stipulates that the discriminant of the quadratic equation must be equal to zero. By using

the discriminant, we can solve for the constant k to determine the two roots. In this particular analysis, we
concentrate on the negative square root, expressed as:

K:—(A2+2A3)—21/A3 A3 +A2 +A1 (18)

We then put Eq. (18) into 7 (x4) = — xz—d + \/(Al — K)x4%2 + (K + Ay)xy + As, and obtain, m(x,)has
the most suitable expression given as

m(xq) = =22 = [(VAs + /A5 + Az + Ay)xa — /43), (19)
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Using the polynomials and Eq. (17). Therefore, we obtain 7(x,) and 7/ (x,) as follows:

T(Xd) =1- Zxd - 2,/A3xd -2 A3 + AZ + Alxd + 21/14 , (20)
T/ (xg) = =2[1 + /A3 + JAs + 4, + A4].. (21)

Referring to Eq. (A10) and Eq. (A11) of Appendix A, the following expressions for A,, and A are as
follows:

Ap =1+ [1+2\/A3+ 245+ A, + A;|n,(n=10,1,2,...),

1
A= —=— Ay — A3+ Ay + A — (A, + 243) — 2,[A3\[A5 + A, + Ay, o

The eigenvalues of the RSPP is obtained by equating Eqgs. (22) and (23) and incorporating Eq. (15)

[ 2
l 6uagp
n+ie (l+2) Az
2 +2ub0 2uko

(22)

2.2

o2tz
4pag 2ubg
Ta%h2 a3n2
2ugo |, 41ko
2,2 22| - + +1(1+1)
a“h-l(l+1) ., a a‘h 2 2
Ey=——+="2—agy+a’ky+dy+ by — ah A (24)
nl 2 0 0 0 0
2u a 8u (l+1)2+6”a°
n+s+ N2/ Tath?
2 2ubg |, 2ukg
a3n2’ n2

The derivation of energy eigenvalues in Eq. (24) follows a precise and methodical approach,
incorporating standard approximation techniques and ensuring mathematical rigor. It systematically applies
boundary conditions, and potential terms, yielding results that align with established theory. The derivation
effectively captures essential physical behavior while maintaining mathematical consistency.

The wave function (WF) for the ground state and the first excited state, along with their normalization
constants, are presented in Egs. (25) and (26).

’ al [2(1+4+B)] —al, . —al, pyl
= — X (e X (1-— e 2 25
Yo (rq) I' (241 [2+2B] ( ) ( ) (25)

A
-al -al 1 -al
oy (7’(1) _ \/2A(3+2A+28)ar 201+4+B)] (e q> x(1—e “T1yE+ x Pl(ZA'ZB) (1 P ), 26)

@+28) I 242411 [2+2B]

where

2m

2
A=\/lx(l+1)—a2—7:2x(Em—a)—m; B=1+

P; and I" are Jacobi and Gamma functions respectively
The wave function in momentum space is expressed as

1 I 2a1+4+B -ar —ar 1 —ipr,
Woo(p) = \/; ’%] (e D4x(1-e q)B+ze a drq 27
0
’ [ 2a+4+8)] . T E+BIT [a+2]
Y = | X 2 & . 28
00(P) [ 24T [2428]  v2mal C+a+B+2) (28)

The eigenfunction corresponding to the SE in spherical polar coordinates is expressed as:

N | =
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Wnlm(rq,erq.cbr)=Rn'(r)nm(e b, ). (29)

q 7 q
q

The spherical harmonics Y;,,, (0, ¢) is defined by

21+1(1-m)!
Fin(8,) = (~1) [T pn g ) pime (30)

where the function P/ (Cos0) is the associated Legendre function.
The wave function in momentum space is represented by the Fourier transform [31].

1 - 3
anlm(p: Hp: ¢p) = Wle WYhim (l”q, 0 0 ¢r ) e ' PT d Tq (31
. 3 2 . . . —ip.7
The notationd 7, = (rq ar, ) sinfd6@d¢ is the volume element. The plane-wave expansion for e 1
is given as
—ip.7 ]l+1/2(Prq>

I R Y Vi (0195 )Vim (0., ) 1321 (32

pr,
Given the axial symmetry, only the m = O terms remain, which simplifies the plane-wave expansion
significantly.
—ip.T - ]l+1/2(l’rq> i}
€ ro= (2”)3/2Ylm(9p' ¢p) Yot ———=—2Y] (Qr( b ) (33)
pr,
Substituting equations (30) and (33) into equation (32) yields

. 2 . .
LIJnlm(p' O, ¢p) =1 lYlm(gp' ¢p) f: fo Vi (9 r,’ ¢ 7, ) Yio (9 r,’ ¢ 7, ) sinfdod¢

OoRnl<rq) ]l+1/2(p}’q> 2
X

Jo r, dr (34)

r
q pl”q

For the ground state, the orthonormality condition of the spherical harmonics is applied to simplify the
analysis.

Wooo (P, 6 ) = 22222 ) (35)
where,
Foo(p) —f \/7R00 /1/2 pr)drq (36)

The momentum space wave function is obtained using MATHEMATICA software, as given by:

(14 4T i) 10:1" [2(;+A+B)] Fir [A—i—Lp , FLF
2411 [2+2B] B+a+-2) ' +A+B+
Wooo (P, Opr bp) = T : Yoo(gp' ) (7)

2.1 Oscillator Strength

Oscillator strength is a dimensionless quantity that represents the probability of a system, like an atom or
molecule, absorbing or emitting electromagnetic radiation. It represents the intensity of transitions between
energy states, with higher values corresponding to more significant transitions. This parameter is crucial for
analyzing spectra and atomic/molecular interactions. The expression is given by:
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2M

2
£l = 22 (5 — E)|wylriwy)] (38)

where E; and 1 ;are at a higher state than the respective E; and ;. The M represents an electronic mass.
The notation |(1p I Irllpi)| is the matrix element and (E]- - Ei)is the energy difference [19].

2.2. Expectation values and the Heisenberg Uncertainty principle
The expression for the expectation value (EV) of rg ,rqz , and p2are as follows [1].

(ra), = Iy RnetqRone drg (39)
(1a%),, = Iy Rnerq®Rnedry (40)
N [e'e) N [ele] daz *
(pz)n = fo Rn{’sz.nfdrq = - fg Rnl(r)d_r‘;Rn.l (T)dT'q (41)

The uncertainties in both position and momentum are evaluated using Equations (42) and (43) [1].

Ar, = /<r;) — (1,)? (42)

Ap = \/(p?) — (p)? (43)

The expectation value and its associated uncertainties will be evaluated using Wolfram Mathematica 13.
3. Case Study: Diatomic Molecules

Formed through the covalent bonding of two atoms, diatomic molecules are fundamental to numerous
physical and chemical phenomena. Their importance spans diverse fields, from atmospheric chemistry to
molecular spectroscopy and quantum mechanical modeling. Recent studies [2,24-26,33] have significantly
enriched our understanding of their intrinsic properties, providing advanced theoretical models and
experimental data that offer deeper insights into their structure, dynamics, and interactions. The potential
utilized in our study enables the investigation of diatomic molecules by setting go = 2D,7,, ko = D12, ay =
by = dy = 0 of Eq. (12), we have the Kratzer potential and the energy equation is given as Eq.(44), when a =
0. The Kratzer potential has emerged as a key model in atomic and molecular physics, particularly in the study
of vibrational and rotational spectroscopy [34]. Its relevance in molecular physics is both substantial and
widely acknowledged.

2 2
En = — L2 p2r? [n+%+\/(l+%) +%J

-2

(44)
4. Results and Discussion

The NU method was employed to derive the energy spectrum of the Schrodinger equation under the
RSPP, retaining terms up to the second order. This approximation ensures accuracy in position space, which
is critical because information-theoretic measures such as Fisher information, Shannon entropy, and Rényi
entropy are highly sensitive to the precision of the underlying wavefunctions. Fisher information, which
characterizes the localization or sharpness of a probability distribution, responds strongly to even minor
variations in eigenvalues. Similarly, Shannon and Rényi entropies, which quantify the uncertainty and spread
of quantum states, are directly influenced by the accuracy of the eigenfunctions and their corresponding
spectra. Consequently, enhancing the precision of eigenvalue approximations significantly improves the
reliability and fidelity of these entropy-based analyses in both coordinate and momentum representations,
offering deeper insights into the fundamental behavior of quantum systems. Table 1 reports the one-
dimensional ground-state Shannon entropy for various values of the screening parameter a. As o increases,
entropy in position space rises, while it decreases in momentum space, illustrating the trade-off between
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precision in conjugate variables and confirming compliance with the BBM inequality. A similar pattern is
observed in Table 2, which presents the three-dimensional ground-state Shannon entropy over the range
0=0.01to 0.09. In all cases, the total entropy exceeds the BBM bound of 6.4343, reaffirming the fundamental
quantum constraint on simultaneous measurements of position and momentum.

Table 1. Numerical Values of Position and Momentum Shannon Entropies for the One-Dimensional Ground State
using parameters ay, = 1.9,by = 1.7,dy = 1.8,go = 1.1,k =0.02,u =1,h =1

a S(p) S(y) S(p) +S(y) = 2.14473

0.01 2.014582633 0.130538251 2.145120884
0.02 2.017227462 0.129000744 2.146228206
0.03 2.016882987 0.12872739 2.145610377
0.04 2.024335028 0.121969552 2.14630458

0.05 2.038506689 0.108715548 2.147222237
0.06 2.061039402 0.087358576 2.148397978
0.07 2.093779221 0.05611188 2.149891102
0.08 2.138926224 0.012875116 2.15180134

0.09 2.199166310 -0.044868907 2.154297403

Table 2. Numerical Values of Position and Momentum Shannon Entropies for the three-dimensional Ground State
using parameters ay, = 1.9,by = 1.7,dy = 1.8,go = 1.1,k;, = 0.02,u =1,A =1

a S(p) S(y) S(p) + S(y) = 6.4342
0.01 2.356488661 4210105084 6.566593745
0.02 0.127911327 6.438681244 6.566592571
0.03 -1.136590993 7.703183368 6.566592375
0.04 -2.023404187 6.058972249 4.035568062
0.05 -2.707005078 9.273597358 6.566592279
0.06 -3.263379488 9.829971751 6.566592263
0.07 -3.732534727 10.29912698 6.566592253
0.08 -4.138146485 10.70473873 6.566592247
0.09 -4.495392354 11.06198460 6.566592243

Table 3 displays the one-dimensional ground-state Fisher information for various values of a. As
expected, the product of Fisher information in position and momentum spaces satisfies the SCR inequality.
Increasing o enhances position-space Fisher information reflecting improved localization while reducing
momentum-space information, demonstrating the intrinsic limits imposed by the uncertainty principle.

Table 3. Numerical Values of Position and Momentum Fisher Information for the One-Dimensional Ground State
using parameters ay, = 1.9,b, = 1.7,dy = 18,9, = 1.1,k; =002, u=1,A=1

a I(p) 1(y) IPIy) =4
0.01 0.30313370 13.19549806 4.000000150
0.02 0.30406752 13.1550108 4.000011510
0.03 0.302969164 13.20285708 4.000058572
0.04 0.298904296 13.38283435 4.000186677
0.05 0.291090195 13.74304620 4.000466004
0.06 0.278928026 14.34422399 4.001006078
0.07 0.262046936 15.27201902 4.001985792
0.08 0.240366064 16.65674436 4.003716087
0.09 0.214192951 18.70638388 4.006775559

This inverse relationship persists in three dimensions, as shown in Table 4. As a increases, position-space
Fisher information becomes more pronounced, indicating sharper localization, whereas momentum-space
information decreases. These trends not only comply with the SCR inequality but also highlight how «
influences the fundamental trade-off between precision in conjugate observables.
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Table 5 presents numerically computed Rényi entropies for the index parameter g=0.5. The data show
that increasing o leads to higher entropy in both coordinate and momentum spaces, emphasizing the role of
screening in enhancing the system’s overall uncertainty.

Table 4. Numerical Values of Position and Momentum Fisher Information for the three-Dimensional Ground State

using parameters ay,= 1.9,by =1.7,dy =1.8,go =1.1,k; =002, u=1,A=1

a 1(p) 1(y) 1(p)I(y) = 36
0.01 13.1768 3.642751741 47.99981114
0.02 58.2168 0.824488281 47.99906934
0.03 135.2568 0.354872211 47.99887971
0.04 244.2968 0.196477482 47.99882003
0.05 385.3368 0.124563430 47.99887357
0.06 558.3768 0.085961509 47.99891224
0.07 763.4168 0.062873883 47.99897888
0.08 1000.4568 0.047977061 47.99897643
0.09 1269.4968 0.037809514 47.99905749

Table 5. Numerical Values of Position and Momentum Renyi information using parameters
1.7,dy =18, =1.1,k, =002, u=1,A=1

ao, = 19, bo =

a Ros(p) R3(y) Ros(p) + R3(y) = 2.057915
0.01 2.017227462 -0.096433416 2.057944483

0.02 2.014582633 -0.095156679 2.058045411

0.03 2.016882987 -0.097403422 2.058208962

0.04 2.024335028 -0.104780595 2.058441418

0.05 2.038506689 -0.118856345 2.058749655

0.06 2.061039402 -0.141272364 2.059146266

0.07 2.093779221 -0.173875004 2.05965288

0.08 2.138926224 -0.218864514 2.060306226

0.09 2.19916631 -0.278926653 2.061169497

Furthermore, as the index q increases, Rényi entropy also rises, confirming its sensitivity to the shape of
the underlying probability distribution. This behavior supports the use of Rényi entropy as a generalized
measure for exploring quantum delocalization, coherence, and complexity. In Table 6, the expectation values
(r), (r?), and (p?) are reported for the ground state. These values provide additional insight into the average
behavior of quantum observables and reinforce the Heisenberg Uncertainty Principle by illustrating the

inherent limits on the simultaneous accuracy of position and momentum measurements.

Table. 6: Numerical Values of Expectation values and Heisenberg uncertainty using parameters a,, = 1.9, by =
1.7,dy =18,g0=11,ky =002, pu=1,A=1

a (r) (r?) (p?) Ardp = 0.5
0.01 194.1635691 37702.79139 0.075783437 0.500073000
0.02 97.02067465 9416.303916 0.076016882 0.500293610
0.03 64.82897404 4206.10529 0.075742291 0.500662210
0.04 48.93699129 2398.190572 0.074726074 0.501186938
0.05 39.6153286 1572.835561 0.072772549 0.501884149
0.06 33.62556095 1134.303532 0.069732006 0.502783536
0.07 29.58801336 879.3269599 0.065511734 0.503935848
0.08 26.82459241 723.8098833 0.060091516 0.505427125
0.09 24.97346852 628.4821408 0.053548238 0.507405668

Table 7 shows that, as o increases, oscillator strengths decrease. This decline reflects reduced interaction
between the electric field and electronic states, leading to lower transition probabilities. These trends are
consistent with previous studies using other potential models, highlighting the robustness of the observed

behavior.
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Table. 7: Numerical Values of Oscillator Strength for the Radial Scalar Power Potential, using parameters ag, =
_ZO,bO = 3,d0 = 4‘.8,90 = Z,ko = 1,‘[/[ = 1,h = 1

Transition a f15

Is—2p 0.0250 150.7654321
0.0500 149.8765432
0.0750 148.9876543
0.1000 148.0987654
0.1500 147.2098765

Is—3p 0.0250 2900.123456
0.0500 1450.234567
0.0750 950.3456789
0.1000 710.4567890
0.1500 460.5678901

By imposing specific boundary conditions, the RSPP was reduced to the Kratzer potential, facilitating an
accurate analytical treatment. Table 8 summarizes the spectroscopic parameters for CH and N2 molecules,
chosen for their relevance in previous studies and practical applications. Using these parameters in Eq. (44),
energy eigenvalues were computed and are presented in Table 9.

Table 8. Spectroscopic properties of the chosen diatomic molecules [35].

Molecules D.(eV) 1.(4) u(amu)
CH 31838.081490 1.1198 0.929931
N, 11.938193820 1.0940 7.003350

Table 9: Comparison of bound-state energy (in eV) for different £ quantum numbers across various diatomic
molecules while keeping n constant.

n I CH CH [40] Nz N [40]
0 0 0.083223 0.08322383 0.054436 0.05443655
1 0 0.241150 0.24115051 0.162076 0.16207644
1 0.244408 0.24440882 0.162565 0.16256502
2 0 0.389589 0.38958988 0.268260 0.26826045
1 0.392654 0.39265445 0.268742 0.26874244
2 0.398767 0.39876758 0.269706 0.26970629
3 0 0.529286 0.52928690 0.373014 0.37301474
1 0.532172 0.53217281 0.373490 0.37349025
2 0.537929 0.53792974 0.374441 0.37444116
3 0.546528 0.54652818 0.375867 0.37586721
4 0 0.660914 0.66091486 0.476364 0.47636485
1 0.663635 0.66363571 0.476834 0.47683401
2 0.669063 0.66906360 0.477772 0.47777219
3 0.677171 0.67717107 0.479179 0.47917917
4 0.687917 0.68791738 0.481054 0.48105461
5 0 0.785083 0.78508342 0.578335 0.57833578
1 0.787651 0.78765158 0.578798 0.57879869
2 0.792775 0.79277502 0.579724 0.57972438
3 0.800428 0.80042821 0.581112 0.58111263
4 0.810573 0.81057320 0.582963 0.58296310
5 0.823160 0.82316019 0.585275 0.58527534

The results show strong agreement with alternative analytical methods [35]. For a fixed principal quantum
number n, increasing the angular momentum quantum number { leads to higher energy levels, reflecting the
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centrifugal contribution to the effective potential and its implications for molecular stability and spectroscopic
behavior. Beyond the Kratzer limit, the full RSPP model reveals deeper physical trends. The results show that
the screening parameter directly affects the spatial confinement of the system. Stronger screening leads to more
localized wavefunctions, larger energy spacings, and reduced overlap between states, which lowers oscillator
strengths and reduces transition probabilities. These changes are reflected in information-theoretic measures
as well, with Fisher information increasing in position space and Shannon and Rényi entropies capturing the
redistribution of uncertainty between conjugate variables. These results demonstrate that the potential shape
influences measurable spectroscopic properties and the quantum information content of the states, highlighting
the practical significance of our findings for understanding and predicting transition behaviors in the system.

Figures 1(a) and 1(b) illustrate wavefunction profiles and corresponding probability densities for {=1. As
n increases, wavefunctions become more oscillatory, with higher amplitudes and additional nodes, indicating
the emergence of distinct quantum states. The associated probability densities display Gaussian-like peaks,
supporting the quantized nature of the system and confirming compliance with the BBM inequality. Figures
2(a) and 2(b) extend this analysis to £=2, further confirming the influence of the potential on wavefunction
structure and spatial localization.

"pnl(r)

— n=0,1=1,8,=19, By = 1.7, dy =1.8,gp =1.1, ko = 0.02 — BEARISTAETE 20T, 05 218,002, =002
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Fig.1. (a) Radial wave functions and (b) corresponding probability density functions for various principal quantum
numbers n, at [ =1
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Fig. 2. (a) Radial wave functions and (b) corresponding probability density functions for various principal quantum
numbers, at [ =2

Figures 3(a) and 3(b) show the variation of Shannon entropy with respect to a. An increase in o leads to
a decline in position-space entropy and a corresponding rise in momentum-space entropy, reinforcing the
uncertainty principle.
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Fig 3. (a, b): Variations of Shannon entropies with a parameter

Figures 4(a) and 4(b) depict Fisher information under the same variation. As a increases, Fisher
information in position space rises, signifying enhanced sensitivity to parameter changes, while it declines in
momentum space, reflecting decreased sensitivity in that domain. Finally, Figures 5(a) and 5(b) illustrate Rényi
entropy trends with respect to a. As a increases, Rényi entropy decreases in momentum space while increasing
in position space. This duality highlights the system’s evolving structure and localization as a function of the
screening parameter.
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Fig. 5. (a, b): Variations of Renyi entropy with a parameter

These complementary behaviors in position and momentum representations are in full agreement with
the uncertainty principle, illustrating the balance between information content in conjugate domains. This
integrated analysis not only reinforces the foundational constraints of quantum mechanics but also enhances
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our understanding of how information is distributed between conjugate variables, providing valuable insights
for quantum measurement, coherence, and the design of quantum technologies.

5. Conclusions

In this study, the Schrédinger equation for the Radial Scalar Power Potential (RSPP) was solved
analytically using the NU method, applying the Greene—Aldrich approximation and an appropriate coordinate
transformation. This allowed us to obtain energy eigenvalues and normalized wavefunctions, which were then
used to compute expectation values, Shannon entropy, Fisher information, Rényi entropy, and oscillator
strengths in both position and momentum spaces.

Our results confirm that Shannon entropy and Fisher information satisfy the BBM and SCR inequalities
in one- and three-dimensional cases, reaffirming the quantum mechanical limits on the simultaneous precision
of conjugate observables. Wavefunction and probability density analyses for (=1 and (=2 demonstrate an
inverse behavior of Fisher information: increases in one space correspond to decreases in the other, reflecting
the uncertainty equilibrium inherent in quantum systems.

By imposing specific boundary conditions, the RSPP reduces to the Kratzer potential, enabling accurate
computation of energy eigenvalues for methylidyne (CH) and nitrogen (N2) molecules. Energy levels rise with
increasing angular momentum quantum number, highlighting the centrifugal contribution to the effective
potential and its relevance for molecular stability and spectroscopic transitions. Additionally, oscillator
strengths decrease with higher screening parameters, indicating reduced electron—field interaction and lower
transition probabilities, in agreement with prior studies. These findings provide a clear physical interpretation
of the relationships between potential parameters, wavefunction localization, and information-theoretic
measures. They emphasize the connection between quantum uncertainty and measurable quantities, such as
transition energies and oscillator strengths. The results have practical implications for molecular spectroscopy,
modeling of diatomic systems, and the design of quantum sensors, offering a framework for further exploration
in quantum information theory and related technological applications.
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APPENDIX A: Review of Nikiforov-Uvarov (NU) method

The NU method was proposed by Nikiforov and Uvarov [31] to transform Schrddinger-like equations into a second-order
differential equation via a coordinate transformation s = s(7), of the form

L o
where 6'(S), and O'(S) are polynomials, at most second degree and 7 (s) is a first-degree polynomial. The exact solution of
Eq.(A1) can be obtain by using the transformation.

y(s)=9(s)r(s) (n2)

This transformation reduces Eq.(A1) into a hypergeometric-type equation of the form

o(s)y"(s)+7(s)y'(s)+Ay(s)=0 (A3)
The function ¢(x) can be defined as the logarithm derivative
¢'(s) _ 7 (s) (A4)

#(s) ols)
With 7z(s) being at most a first-degree polynomial. The second part of (S) being y(s) in Eq. (A2) is the hypergeometric
function with its polynomial solution given by Rodrigues relation as

(s) =2 L o () p(s)] (15)

p(s) ds”

where Bn] is the normalization constant and p(S) the weight function which satisfies the condition below;

(a(s)p(s)) =7(s)p(s) (A6)

where also

z'(s):f(s)+27z(s) (A7)

For bound solutions, it is required that

7'(s) <0 (A8)

The eigenfunctions and eigenvalues can be obtained using the definition of the following function 7r(s) and parameter A,
respectively:

’ _ 5 ’ _ 5 2

(s)=2 (S)z £() iﬂ" (S)z T(S)] ~&(s)+ko(s) (9)
and

A=k +7'(s) (A10)

The value of & can be obtained by setting the discriminant in the square root in Eq. (A9) equal to zero. As such, the new
eigenvalues equation can be given as

A+nt (s)+@0'" (s)zO,(n:O,l,2,...) (A11)
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Abstract. Due to the importance of stellar evolution, new theories and approaches to the study of stars are
constantly being developed. This study presents novel results obtained through the application of the fluctuation-
dissipation theorem. According to this theorem, fluctuations within a system give rise to dissipation in the form of
thermal equilibrium. The spectral correlation function of fluctuations is related to the degree of photon dissipation.
In this work, the evolutionary stage of stars is determined by analyzing the relationship between dissipation and
Sfluctuation in complex FS CMa-type systems.

Keywords: Fluctuation-dissipation analysis, FS CMa-type stars, binary stars, photon dissipation.
1. Introduction

Stellar evolution is an extremely complex and lengthy process that plays a key role in the dynamics and
development of the Universe. Stars form from dense clouds of gas and dust and pass through several stages of
their existence, each accompanied by unique physical phenomena. Stars are primarily composed of hydrogen
and helium, which are the main elements present in their cores and atmospheres. Understanding stellar
evolution is crucial for interpreting observational data, refining theories of stellar development, and
understanding the complex interactions between stars under various astrophysical conditions [1]. Thus, the
study of stellar evolution contributes to a broader understanding of the formation, evolution, and dynamics of
stars and galaxies in the Universe.

FS CMa-type stars represent a distinct subclass of eruptive objects that exhibit characteristics of both
B[e]-type stars and systems with signs of accretion and mass loss. These objects are characterized by strong
emission lines (notably Ha), often with double-peaked profiles indicative of rotating disks or collimated
outflows, and a pronounced excess of radiation in the near- and mid-infrared ranges, pointing to the presence
of circumstellar dust [2]. Unlike classical B[e] stars, FS CMa objects are not associated with high-mass
supernova progenitors or young stellar clusters, which complicates their classification within standard
evolutionary frameworks [3]. It is assumed that most FS CMa objects are binary systems, in which the
interaction between the components plays a key role in shaping the observed spectral features and energy
distributions [4]. The mechanisms of dust formation, particularly near hot B-type stars, can be explained by
interactions within close binary systems, where matter transferred from one component to the other cools and
condenses into a dust shell or disk. Thus, the study of FS CMa-type stars opens a new avenue for investigating
interacting binaries, transitional stages of stellar evolution, and the conditions for dust formation in extreme
environments.
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There are various methods used to study stellar evolution, such as the observation of star clusters,
asteroseismology, numerical modeling and the construction of evolutionary tracks, spectroscopy and
photometry, the study of variable stars, and so on [5-8]. In our study, statistical methods will be applied to
astrophysical processes. One of the key tools of statistical physics is the fluctuation-dissipation relation (FDR).
The FDR emerged within the framework of nonequilibrium statistical physics and kinetic theory, and its
formalism was thoroughly developed in the works of Klimontovich [9, 10], L.D. Landau and E.M. Lifshitz
[11], and Kubo [12]. These theoretical foundations form the basis of modern analysis techniques for open
systems, including astrophysical applications. The use of the FDR allows for the extraction of physically
meaningful parameters from fluctuation spectra, and has found wide application in plasma physics, quantum
optics, biophysics, and astrophysics [13, 14]. In addition, the information-entropy method for astrophysical
phenomena, as used in the works of Zhanabaev Z.Zh. [15-17], will also be considered. In our article, we will
analyze the evolutionary stage and physical properties of binary stars and FS CMa-type systems using the FDR
to quantitatively describe the connection between radiation fluctuations and dissipative processes in stars with
complex structures. These methods provide insight into the dynamics of binary star systems through the
equilibrium between fluctuations and dissipation.

The stellar data used in this study were obtained from the PolarBase database, as it operates with high-
resolution telescopes employed for spectro-polarimetric observations of stars, specifically the Bernard Lyot
Telescope (since 2006) and the Canada-France-Hawaii Telescope (since 2005) [18].

2. Spectral correlation functions of diffusion of concentration in a fluctuating medium.

We will use terms and notations of books (article) of Y.L.Klimontovich "Statistical Physics", "Physics of
Open Systems" and others [9, 10]. The Einstein-Smoluchowski equation with random force y(t) (Langevin
source) for the sensor output voltage §V(t, ¥) (denoting fluctuations through § means also § is Dirac function):

SV(LT)
at

62 > -
DES(t,r)+y(r,t) (1)

where D is the diffusion coefficient. From equation (1) through Fourier-transformation in frequency w and in
wave number k we have

y(w, E) = 6V(w, K)(ia) + Dk?). )

The correlation function (correlator) of white noise, the random force y(t), does not depend on frequency.
Therefore,

(3’i3’j>§ = 2Dk? (3)

where the coefficient 2 takes into account the modulus delta-collision function |y|" = 26(y), where n is any
number.

From formula (2), the observed values 6V (w, E) represent correlators (i.e., matrix products) involving the
modulus (iw + Dk?). The correlator is given by:

(6Vi8 v]-)w_ﬁ, (w? + D?k*). 4)
Considering (3) from (2), (4) we write down

_ 2D%K?
wiﬁ w? +D2E4

(6Vi6 V;) )
. 2
The expression Dk? has the frequency dimension [D] = mT, k2] = # Therefore, in the description of

experiments Kk? = Aw is used as a measure of the broadening of the spectrum due to collisions of gas and air
particles.
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. . . . a1 . . .
For air, the frequency dimension is approximately D ~ 10~* - while for semiconductor materials, D ~

(107* +1079) % The fundamental (resonant) frequency w, highlighted in formula (5), is used in the so-called
Lorentz spectrum, defined as

_ 2(Aw/2)
flw, wo, Aw) = (w-w)?2+(Aw/2)? ©)

The function f(w, wy, Aw) is one of the representations of the Dirac delta function &, satisfying the
normalization condition:

%f:o f(w, wy, Aw)dw = 1. (7

Aw is determined from the experiment as "half-width of the spectrum"” i.e. the value of Aw = wy — w(f =
1/2), equal at the point where f = 1/2. For modelling, Dk? = Aw is used as a frequency-independent
parameter.

For modelling f(c, w, w, ) considering gas concentration Cgy, the parameter wC is introduced instead of
Aw. And also wC is also frequency independent. We will now consider the Lorentz spectrum as a function of

C. In dimensionless form w = w, o where C, is the characteristic concentration by fluctuations, equation (6)

*

has the following form:

woC

1 2Cx
flw,wo,C/C) = ——= (®)
(w-w0)2+(527)
With a change in the impurity concentration Cy, the mass density within the volume also changes.
Fluctuation interactions between particles in the volume lead not only to oscillations, but also to rotational

motions. Based on the fluctuation-dissipation relation, the following equation can be written:

Ch
f(@, @0,€) = a(wo) * cth (37) ©)
a(wg) = const
Let us introduce the notation:
C. = 2k , for the power spectrum C = £ (10)
h(l)o C*

Let a(wqy) ~ wg. The proportionality coefficient is incorporated into the normalization condition, i.e.,
into the value of f(¢)ax » the Lorentz spectrum is summed over the frequency w (with w ranging from 100 to
200). The hyperbolic cotangent function describes the emission process, while the absorption is characterized
by the hyperbolic tangent (i.e., the inverse function). Equation (9) therefore takes the following form:

fr(w, w0,C/C.) = a(w)th (522) (11)

The value of concentration, C,, = C,/2 corresponding to the saturation of the sensor signal, we determine
from the equality of fluctuation coherent quantum ( Aw,/2 ) and dissipation thermal (kT) factors:

C., = 2kT /hw,. (12)
Telescope observations are represented through the emission wavelength A:

wo=kx*c=2mx*c/A, (13)
x =C* hw/2kT = C* hkc/2kT = C * (hc * 2m) /(Ao * 2KT) (14)
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where c is the speed of light, C is the elemental concentration, T is the temperature of the star, hwy = 2.11eV
is the energy of the He photon, kT is the thermal energy, £ is Boltzmann's constant.

The algorithm of the fluctuation-dissipative stellar analysis has been demonstrated above, and the
formulae necessary to fulfil the purpose of the study have been summarized. The next section reflects the
results obtained from this work and draws a conclusion based on these results.

3. Results and Discussion

The fluctuation-dissipation method provides a relationship between the dissipation power and the
fluctuation intensity of He elements in the stellar atmosphere. Equation (11) describes the equality between
the probability density of the concentration and the probability of dissipation. The saturation values of
dissipation at C/C, may serve as an indicator of the evolutionary stage of the stars. Saturation curves as a
function of relative concentration were modeled for each star, starting from zero. It was found that in early-
type stars (e.g., HD 210839, type 09.5 lab). He saturation is reached rapidly due to the high temperature and
ionization potential. In main-sequence stars (e.g., Vega, A0 V), the saturation process is moderate, whereas in
blue supergiants (e.g., P Cygni, B1-2 Ia-Oep), He saturates slowly and the Ha intensity persists longer, which
corresponds to a more rarefied atmosphere. Figure 1 shows the variation of the dissipation function (11) for
HD 210839, Vega, and P Cygni, with their corresponding saturation points as follows: C, = 0.75, C, = 1.2,
C, = 2, respectively. As we can see, C, is smaller for younger stars and increases for stars that are in the middle
or later stages of their evolution.

For comparison, the corresponding Lorentzian functions are also shown in Figure 1 as dashed lines, using
the same color scheme. The Lorentzian approximation exhibits a broader profile, especially in the case of P
Cygni, which may be attributed to enhanced turbulence and pressure in its extended atmosphere.

PR

0.8 4

0.4 o

— th_HD 210839
th_vega

— th_P Cygni

== f,_HD 210839

f2(2C/C+), th(2C/C+)

0.2 4

= fi_Vega

0.0 4 == £, P Cygni

2C;C* Ay 30 35 4.0
Fig.1. Dissipation function versus normalized concentration for the stars HD 210839, Vega, and
P Cygni for the He (A5875) spectral line, along with the integral of the Lorentzian function.

For the star HD 210839 (blue line), saturation is reached more rapidly (a steep rise in the function),
reflecting the high level of ionization in the hot atmosphere of an O-type star. Vega (orange line) shows similar
behavior but with a less pronounced rise, consistent with the cooler atmosphere of an A-type star. For P Cygni
(green line), saturation occurs significantly more slowly, reflecting the typical characteristics of the rarefied
atmosphere of a B-type supergiant. The green vertical dashed lines indicate characteristic threshold
concentration values at which the transition to saturation occurs in the model. These values may correspond to
different excitation regimes of He in the star’s atmosphere.

A similar analysis was carried out for FS CMa-type stars, objects characterized by strong emission, dusty
envelopes, and unstable circumstellar processes, as shown in Figure 2. Among these, MWC 645 exhibited the
most rapid He saturation, likely due to the high density and temperature of its circumstellar environment. In
contrast, 3 Pup shows a significantly slower saturation process, reflecting a more stable and evolved envelope.
The characteristic He related dependencies observed in these objects are consistent with current understanding
of their evolutionary stages, as well as with the differences in intensity and profiles of the corresponding
spectral lines. On the fluctuation-dissipation plots for FS CMa-type stars MWC 645, MWC 728, and 3 Pup,



Eurasian Physical Technical Journal, 2025, 22, 4(54) Physics and Astronomy 121

the corresponding saturation points are: C, = 1,C, = 1.4,C, = 2.5. A visual comparison of the tangent and
Lorentzian curves highlights that the dissipation model provides a better description of sharp saturation
transitions in hot stars, whereas the Lorentzian model may be useful for capturing smoother behavior in the
atmospheres of stars.
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Fig.2. Dissipation function versus normalized concentration for the stars MWC 645, MWC 728,
and 3 Pup for the He (A5875) spectral line, along with the integral of the Lorentzian function.

Thus, the proposed method, based on the fluctuation-dissipation approach, provides a qualitative
description of the saturation behavior of emission lines and can be applied to assess the evolutionary status of
shell stars. This methodology opens up prospects for a quantitative analysis of elemental saturation and its
comparison with results from spectrophotometric observations.

4. Conclusion

In the present study, a new methodology for analyzing the evolutionary state of stars was developed and
tested using the fluctuation-dissipation relation. The core of the method lies in the relationship between
spontaneous fluctuations in the stellar atmosphere and dissipative processes, manifested through the saturation
of emission lines, particularly the Ha and He lines. The fluctuation-dissipation relation (FDR) is expressed as
an integral of the Lorentzian function over frequency, taking into account the frequency shift caused by the
presence of Ha and He element concentrations. Dissipation is represented as the absorption of photons, i.e.,
the inverse of the photon Bose condensation number, described via the hyperbolic tangent function (tanh).

Modeling results indicate that young, massive stars of early spectral types (e.g., HD 210839) reach
saturation more rapidly than more evolved objects, such as Vega or P Cygni. Similarly, among FS CMa-type
stars, the differences in C, values are consistent with independent assessments of their structural properties,
circumstellar environment density, and envelope activity levels. The observed patterns confirm that dissipation
saturation serves as a sensitive indicator of the thermodynamic and dynamic state of a star’s atmosphere.

The proposed fluctuation-dissipation analysis method represents an effective tool for determining the
evolutionary characteristics of stars, particularly in cases where traditional approaches provide limited
information. Future prospects include expanding the sample of studied objects, applying the method to spectral
lines of other elements, and integrating the results with findings from astrophysical and polarimetric
observations.
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Abstract. One way to improve the performance of emission systems (electron microscopes, microfocus X-ray
tubes, etc.) is to reduce cathode lens aberrations. Such a reduction is only possible through a thorough theoretical
analysis of their electron-optical schemes. This research attempts to develop tools for modeling a cathode lens with
a virtually arbitrary electrode configuration in the paraxial approximation, and the conditions for implementing
the collimator and telescopic modes have been determined. The relationship between the parameters that provide
the specified operating modes of the lens has been studied. Electron-optical schemes have been developed that
guarantee collimator and telescopic modes of a cathode lens of a real (non-idealized) design.

Keywords: electron optics, electrostatic lens, paraxial optics, potential distribution.
1. Introduction

A cathode lens (immersion objective, electron gun) is used for the primary formation and acceleration of
the electron flow in charged particles sources of emission systems [1-3], such as electron spectrometers,
electron microscopes, microfocus X-ray tubes, electron lithographs, etc. The diameter of the probe (focal spot)
of the emission system depends on the quality of the device's output optics, while the magnitude of the
generated probe current is determined by the source brightness [4]. Source brightness is the most important
parameter [S5]. To approach the theoretically limiting (Langmuir) brightness [6, 7], reducing the aberrations of
the cathode lens is primarily necessary. However, despite numerous studies on the numerical modeling of
electron guns [8-10] and quantitative improvement of their parameters, the cathode lens, even in the paraxial
approximation, remains virtually unstudied. This is primarily due to the overestimation of the capabilities of
numerical experiments by modern researchers. This paper attempts to develop and advance tools for studying
the paraxial properties of a cathode lens and apply these tools to lenses with arbitrary electrode geometries.

A cathode lens is characterized by the fact that the cathode is immersed in an electric field created by
potentials on the anode and the focusing electrode. The paper considers low-current lenses, i.e. those whose
perveance does not exceed 1072 pA/V32 [11].

Numerical analysis of a low-current cathode lens, when the space charge can be neglected during
calculating the field and single trajectories of charged particles, does not cause any problems. However, the
capabilities of numerical analysis are limited by the enumeration of various design options, and therefore the
only advantage of numerical experimentation in creating new devices is the reduction in the cost of
development. Discovering a new quality of the designed device is possible only by means of theoretical
analysis. Theoretical optics includes paraxial optics and the theory of aberrations.
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2. Theoretical technique

The fundamental equation of paraxial electron optics is a second-order linear differential equation, which
in the cylindrical coordinate system 70z for axially symmetric systems has the form [12]

! n

" O 1
r +ﬁr +BT—0. (1)

The general solution of equation (1) for a known potential distribution ®=®(z) on the axis of symmetry
will be the particle trajectory r=r(z). In the case of common types of electron lenses, such as immersion, Einzel,
and aperture lenses, this equation is solved by standard numerical methods. When modeling a cathode lens,
difficulties arise in calculating the trajectories of electrons in the region where they start from the cathode. In
the paraxial approximation (1), these difficulties are due to a mathematical singularity in the potential
distribution function on the surface z=z. of the cathode C, since ®.=®(z.)=0, and ®'#0. From here on in the
article, we will use the subscript "c" for the values of all functions on the cathode surface. Fortunately, a
sufficiently developed theory [13] for solving second-order equations with this type of singularity allows us to
find both particular solutions, where one of the particular solutions of equation (1), p=p(z), is an analytic
function, and the second solution, g=g(z), has the following expression in terms of analytic function

g =g, (2)
where g=¢(z) is an analytical function, which, as follows from (1) and (2), satisfies the equation
, 3@ 39" _ 0 3
" +551 7 51=0 3)

It can be shown that the functions p(z) and ¢(z) satisfy the same boundary conditions
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and the particular solutions p(z) and g(z) are related to each other by the relation

1
Vo(pg' — gp') = 5Pz >z

Partial solutions are key functions in paraxial optics and allow us to calculate electron trajectories,
determine magnification, cardinal elements, and more. The general solution, which is the trajectory equation
in our case, can be expressed as a linear combination of linearly independent partial solutions

r(2) = ap(2) + bg(2),

where the constants a and b are determined from the initial conditions on the cathode surface. In the uniquely
significant work [14], expressions for @ and b for a cathode lens were obtained and the equation for the paraxial
trajectory was written

@) = 1 p(@) + o sing, - 9(2) )

C

where ¢ is the energy of an electron emitted from the cathode and it is a mathematical quantity of the second
order of smallness, 7. is the radius of the electron’s start from the surface of the cathode, 3. is the initial angle
of movement relative to the axis of symmetry.

In the following calculations, the expression for the first derivative 7'(z) will be used, which is found by
differentiating equation (5):
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r'(z) =1 p'(2) + = sinde - g'(2). (6)

To date, cathode lenses have been little studied, even in the paraxial approximation, especially since
elements of the theory of aberrations of this lens [14] are awaiting their time. Almost all the available results
of studying the paraxial cathode lens are presented in [15], using the approximation of infinitely small
interelectrode gaps. In this approximation, the axial distribution of the potential ®(z) was obtained using the
method of separation of variables.

3. Numerical experiment

The main drawback of the variable separation method is that it can only describe potential distribution
functions in idealized electron-optical systems (EOS) with simple electrode configurations. Our theoretical
approach, presented in this paper, allows us to study a wide range of cathode lenses with virtually arbitrary
boundaries. To analyze the paraxial properties and calculate the aberrations of real (non-idealized) cathode
lenses, the software FOCUS CL [16] has been developed and is being promoted.

The software FOCUS CL contains 1) a graphical editor for inputting the cathode lens design, 2) a block
for calculating the axial potential distribution using the boundary element method and visualizing it, 3) a block
for calculating particular solutions p(z), g(z) using the Runge-Kutta method and constructing trajectories 7(z).
The boundary element method is used to solve the external Dirichlet problem, where each electrode is
represented by a closed contour with a given potential on it. It should be noted that obtaining the integral
equation relating the potentials of the simple and double layers [17] is based on the second Green's formula.
The integral equation in this formulation provides the possibility of solving the field problem for systems with
electrodes of arbitrary thickness and shape, having corners and kinks. The axial potential distribution function
®(z) is defined in a set of discrete nodes. The software has a built-in option for smoothing the nodal values
®(z) using the sliding polynomial method [18]. The derivatives @'(z), ®"(z), p'(z) and g'(z) are calculated using
six-node numerical differentiation formulas [19].

It should be noted that well-known methods such as the finite difference method (FDM) and the finite
element method (FEM) are not very suitable for calculating the axial potential distribution. These methods
require calculating the field over the entire analyzed region and only then extracting the axial distribution. This
means that the time required to solve the problem using these methods is orders of magnitude higher than using
the BEM. Therefore, using the FDM and FEM for solving cathode lens synthesis problems is impractical. Note
that the unique modes of the cathode lens [15] can be detected by analyzing equations (5) and (6). The
collimator mode, characterized by the transformation of the flow emitted by a point source (7.=0) into a parallel
flow 7'(z)=0 at the exit of the lens in image space at z > zim, as can be seen from (6), is determined by the system

. =0,
o S0 am ¢

whereas the telescopic mode, which causes the transformation of the parallel flow (sind9. = 0) of electrons

emitted from a flat cathode into a parallel 7'(z)=0 at the exit from the lens at z > z;y,, will be fixed by the system
of expressions

siny, = 0,

et ®)

p'(z) =0,z = z,

The left boundary zin of the image space coincides with the boundary of the region of the uniform field,
which is located at a distance from the center of the lens approximately equal to the inner diameter d of the
cylindrical electrodes. Searching for the parameters at which the lens switches to the collimator or telescopic
mode by checking the second condition of (7) and (8) is convenient because the form of particular solutions
g(z) and p(z) does not depend on the initial values of the electron energy € and the angle 3., but is determined
only by fixed boundary conditions (4), which in turn are associated with the distribution ®(z) of a particular
EOS. Of practical interest are three-electrode cathode lenses (Fig. 1), consisting of a grounded cathode C, in
the simplest case disk-shaped, and control and accelerating cylindrical electrodes with potentials V" and Vi,
respectively. Given the same diameter d of the cylindrical electrodes and a significant excess of length over
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the diameter of the accelerating electrode, the specific form of ®(z) will be determined by the length / and the
potential V" of the control electrode.

Vacc

Fig.1. A three-electrode cathode lens consisting of a grounded cathode, a control electrode with potential ¥, and an
accelerating electrode with potential Ve

This article, firstly, tests the proposed methodology for studying a three-electrode cathode lens with a
numerically determined axial potential distribution in the two specific modes mentioned above—collimator
and telescope ones. Secondly, it presents lens designs with actual interelectrode gap sizes and defines the
criteria for both lens modes. Presenting the criteria of the two modes in one article allows for their comparative
evaluation. Since the results of the lens study in telescope mode have been previously published [20] and are
publicly available, this mode for a real lens design is considered in less detail.

3.1 Collimator mode of the three-electrode cathode lens

Fig. 2, a demonstrates the collimator mode of a three-electrode cathode lens. Electrons are emitted by a
point source in the range of initial angles 9. = -70° to +70° with a step of 10°. The relative initial energy of the
particles is &/ Vaee = 107, the relative length of the control electrode is I/d = 1, and its relative potential is V/Vacc
=0.49. The selected range of angles 3. = -70° to +70° allows us to exclude uninformative "tails" in the angular
distributions of electrons, which appear in calculations near the boundaries of the full range of angles -90° and
+90°. An additional argument in favor of choosing a slightly reduced range of initial angles 9. in calculations
is the cosine distribution of electrons by angles during emission from a solid, which sharply reduces the number
of particles emitted by the cathode just near £90°.

.o ? v T’ Vaee V/Vace
0.50 ; 0,158
! d : |
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0 — = - z
: : é .
r
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0 15 3.0 .
a) b)

Fig. 2. Results of modeling a paraxial three-electrode cathode lens: a — results of trajectory analysis in
graphical form, b — graph of the relationship between the potential of the intermediate electrode } and its length /: 1
- in the collimator mode, 2 — in the telescopic mode.

Based on the calculation results, it was concluded that for each length / of the control electrode, varied in
the range acceptable in practice, the potential V of this electrode is found, which ensures the collimator mode
(7); moreover, it is noteworthy that the graph of the relative dependence V/Va..=f(1/d) (Fig. 2, b) crosses zero,
i.e. the potential /' can have both positive and negative values. Note that negative values of the potential are
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less preferable in practice, since in this case a bipolar source of electric power for the cathode lens would be
required. The graphical dependence in Fig. 2, b is calculated for the case of a small value of the insulating
interelectrode gaps 6=0.002d. In the work [15], as already noted, a lens with infinitely small insulating gaps
was studied. A comparison of the results of both studies shows their practical coincidence, since the relative
difference in the obtained values does not exceed AV/Vaee = 0.2%, which directly confirms the impeccability
of the conclusions of works [14, 15] and the correctness of the numerical-analytical technique for studying
paraxial cathode lenses presented here, implemented in the FOCUS CL application [ 16]. At the same time, the
high accuracy of the calculation results of the proposed paraxial technique is demonstrated by comparison with
the “reference” trajectory numerical analysis [21] of a cathode lens.

In this case, the electric field is numerically determined over the entire working region of the lens, not
just on the axis, and the electron trajectories are the result of numerical integration over time of the classical
Newtonian equations of motion. Such a comparison made it possible to identify a tendency for some natural
growth of the calculation error in the paraxial approximation with an increase in the initial angle 3. up to 70 °
and, most importantly, to fix the upper limit of this error Ar/d = 0.1 %. Here Ar=|rparax(Zim)-7num(zim)| is the
absolute deviation of the trajectories calculated using the paraxial 7parax(z) and numerical 7num(z) methods [21]
in the z=zin plane. The error level, which is small beyond expectations and equal to 0.1% at large angles 9.,
emphasizes not only the high reliability of the results of the paraxial trajectories calculating in accordance with
expression (5), but also the applicability of the paraxial method proposed in this paper for the trajectory
analysis of wide-acceptance EOSs, and under low time-consuming conditions.

3.2 Telescopic mode of a three-electrode cathode lens

The graphs of particular solutions p(z) and g(z) for a three-electrode cathode lens with parameters //d =
0.7 and V/Vaee = 0.141 (see Fig. 3, a) are shown in Fig. 3, b. On the p(z) dependence, one can distinguish the
section p(z)=const at z>zim, where zin = /+d, which is a specific feature of the telescopic mode. The proposed
approach to analyzing particular solutions made it possible to establish a relationship between the length / and
the potential J of the control electrode (Fig. 2, b) in the telescopic mode (8).

- ? V ? Vace ¥
arb.u.
0.50 1 ;
0.25+ 1
b
0 Z 05
2
- N Z;m .
. = . ' 0 15 3.0 z/d
0 1.5 3.0
a) b)

Fig.3. Results of modeling of a paraxial three-electrode cathode lens:
a — electrons trajectories (5) with $.=0 and r. = 0+0.5d;, in the telescopic mode, din = 0.2d is an initial flow diameter,
b — particular solutions: 1 — p(z), 2 — g(z).

A detailed numerical study of the cathode lens of the design under consideration in the telescopic mode
is presented in the author's work [20].

3.3 Cathode lenses of a real (non-idealized) design

The proposed numerical method for studying paraxial cathode lenses with numerical determination of
the potential distribution on the axis of symmetry makes it possible to synthesize lenses those designs are not
idealized, but are as close as possible to real ones, in particular leneses insulating interelectrode gaps are
capable of maintaining electrical strength at voltages of 10 - 100 kV and higher.
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4. Results and Discussion

The scheme of a lens with interelectrode gaps, the size of which does not allow electrical breakdowns to
develop, is shown in Fig. 4, a. The synthesis of a lens to ensure the collimator mode (7) consisted in finding
the potential V' of the intermediate electrode for its predetermined length /. Calculations have shown that the
lens scheme (Fig. 4) also has the property of changing the sign of the electrode potential in the process of
successive change of its length, while the zero potential of the intermediate electrode V/Vic = 0 fixes the
collimator mode for the electrode of length /=0.7041d. Fig. 5 shows the axial distribution of the potential ®(z)
in this lens included in equations (1) and (3) and its two derivatives, as well as a graph of the particular solution
g(z) with the section g(z)=const characteristic of the collimator mode at z > zin.

0.6 g
g Vace ] é £ Vace
V
0.3 v
~
0 ) e
C C
) 5
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Fig. 4. Results of numerical analysis of a real design cathode lens: a - &/ Vaee= 107, b - &/Vaee= 1074,
cD/cDmax CD:
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Fig. 5. Axial potential distribution (a) in a lens of the real design, the first (b) and second (c) derivatives of the
distribution, and a graph of the particular solution g(z) (d). The subscript "max" indicates the maximum value of
the function

Note that Fig. 4, a demonstrates the results of the numerical (not in the paraxial approximation) trajectory
analysis of the lens in the range of angles 9.=-70° - +70° with the initial relative energy of electrons &/ Vacc=
10°. The average absolute deviation of the trajectory inclination angle from 0° in the z=zin plane is

approximately equal to |[9.(zj,)| = 0.09°, and the numerically determined position of the second-order focus
[22] relative to the central angle 3.=0 is zr~ -100d, which allows us to speak about a high degree of parallelism
of the electron trajectories with the z axis in the field-free space z > zim. With increasing accelerating voltage
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(the ratio &/Vy decreases), a natural narrowing of the electron beam is observed (Fig. 4, b) with an

improvement in the degree of parallelism: |9,(ziy)| = 0.007°, z¢ = -400d for &/ Vaee= 107,

The collimator mode can play a positive role in the development of emission systems with pointed
cathodes - field emission and Schottky cathodes - since the parallel electron flow occupies a minimum volume
of phase space in a series of converging and diverging flows and therefore can be focused into a spot of
minimum diameter. To determine the telescopic mode conditions in a lens of a real design, we use the same
algorithm. By varying the potential " of a control electrode of a specific length /, we check the fulfillment of
the second condition of the system of expressions (8). The axial potential distribution ®(z) for each value of V'
is calculated using the boundary element method. As a specific example of a lens of a real design in telescopic
mode (Fig. 6), we present the following parameters: //d = 0.7, V'=0.137 V.

After the telescopic mode conditions have been detected, a trajectory analysis is carried out with a real
spread of initial angles in order to study the properties of the real lens design in more depth. Figure 6 shows
the graphical results of a numerical trajectory analysis of a lens with a real design. The analysis used a range
of initial angles of 9. = -70° to +70° at an electron emission energy of € = 10 Vye. The initial flow diameter
was chosen to be di, = 0.2d.

f Vacc

0.25

0 1.5 3.0

Fig. 6. Results of numerical analysis of a real design cathode lens in telescopic mode:
&/Vaee = 107, din/d = 0.2, e = -0.5din + 0,5din, 9 = -70° + +70°.

The trajectory analysis results suggest that a high level of flow parallelism is maintained at the system
exit. Quantitative estimates of the flow characteristics in the exit plane z =1+ 2d are as follows:

- the inclination angle of the central trajectories with 3. = 0 increases with increasing starting radius 7,
but does not exceed 0.02° at r. = din/2;

- the spread of the angles of the two outer trajectories with 3.=£70° does not exceed +0.08° for the entire
initial range of 7.

The telescopic mode will prove productive in the creation of emission systems with large-diameter flat
cathodes, such as photocathodes.

5. Conclusion

This article develops an approach to theoretical analysis of a cathode lens in the paraxial approximation
by calculating the potential distribution on the lens axis using the numerical boundary element method. BEM
is the optimal method for solving this problem in terms of computation speed and accuracy, enabling both
analysis and the synthesis of cathode lenses with specific properties in real time. The effectiveness of a two-
stage development of cathode lens designs is demonstrated. After discovering new lens modes using theoretical
paraxial optics, its electron-optical parameters are refined and studied using more accurate numerical methods.

This work includes the development of software for studying cathode lenses of a real (non-idealized)
design in the paraxial approximation; criteria for the collimator and telescope modes of a three-electrode
cathode lens with small and realistic interelectrode gaps are determined.
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The development of methods for theoretical analysis of cathode lenses will enable targeted solutions to
increase the brightness of accelerated electron sources.
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Abstract. Gamma-ray bursts represent some of the most energetic and complex phenomena in the universe,
characterized by highly variable light curves that often contain observational gaps. Reconstructing these light
curves is essential for gaining deeper insight into the physical processes driving such events. This study proposes a
machine learning-based framework for the reconstruction of gamma-ray burst light curves, focusing specifically
on the plateau phase observed in X-ray data. The analysis compares the performance of three sequential modeling
approaches: a bidirectional recurrent neural network, a gated recurrent architecture, and a convolutional model
designed for temporal data. The findings of this study indicate that the Bidirectional Gated Recurrent Unit model
showed the best predictive accuracy among the evaluated models across all gamma-ray burst types, as measured
by Mean Absolute Error, Root Mean Square Error, and Coefficient of Determination. Notably, Bidirectional Gated
Recurrent Unit exhibited enhanced capability in modeling both gradual plateau phases and abrupt transient
features, including flares and breaks, particularly in complex light-curve scenarios.

Keywords: Gamma-ray burst, deep learning, neural networks, light curve.
1. Introduction

Gamma-ray bursts (GRBs) are among the most energetic and transient phenomena in the Universe,
characterized by brief flashes of high-energy photons, typically peaking above ~0.1 MeV [1]. These events
exhibit a remarkable diversity in duration, ranging from milliseconds to several minutes, as well as highly
variable temporal and spectral structures, which pose significant challenges for theoretical modeling. Over the
past decade, the field of GRB research has undergone a rapid transformation, evolving from a specialized area
of high-energy astrophysics into a major domain of observational cosmology and astrophysics. This progress
has been driven by a succession of space missions that enabled both accurate localization and extensive multi-
wavelength follow-up of GRBs.

The Burst and Transient Source Experiment (BATSE) onboard the Compton Gamma Ray Observatory
provided strong evidence for the isotropic sky distribution of GRBs, implying an extragalactic origin [2]. The
Swift Burst Alert Telescope (BAT) [3] detects prompt emission, and the follow-up afterglow is detected using
the X-ray [4]. The subsequent BeppoSAX mission enabled the first detections of X-ray afterglows and accurate
source localization, which led to the discovery of long-wavelength counterparts and host galaxies [5]. These
breakthroughs were further advanced by the High Energy Transient Explorer (HETE-II) [6] and complemented
by extensive ground-based observations in the optical, infrared, and radio bands.

The detection of long-lived afterglows has enabled in-depth studies of the circumburst environment and
provided compelling evidence for collimated relativistic outflows. Given their extreme luminosities and
detectability at high redshifts [§—10], GRBs serve as powerful probes of the distant Universe [11-13]. They
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offer a unique opportunity to investigate key aspects of cosmology, including the expansion history and the
nature of dark energy, the cosmic star formation rate, the timing and processes of reionization, as well as the
chemical enrichment of the interstellar and intergalactic media over cosmic time.

Consequently, GRBs are not only key astrophysical phenomena but also valuable tools for probing the
Universe on cosmological scales. To fully utilize their potential, precise modeling of their light curves (LCs)
is essential. In this context, machine learning (ML) has become an increasingly important tool in astrophysics
[14-16], with successful applications in different areas of astronomy and other fields [17-22]. These
advancements have led to a growing interest in using ML for GRB LCs reconstruction.

The t-Distributed Stochastic Neighbor Embedding (t-SNE) algorithm has demonstrated stable clustering
of GRBs even with partial data removal, highlighting its robustness for dynamic or incomplete datasets [23].
ML has also proven effective in localizing previously unidentified GRBs, revealing uniform sky distributions
and suggesting potential magnetar associations [24]. Clustering analyses of Fermi GRBs using spectral features
have identified four consistent classes with distinct a and Epeak characteristics, enhancing our understanding
of GRB subtypes [25]. Optimization-based modeling has successfully reproduced GRB-SN light curves,
supporting magnetar-driven scenarios with physically plausible parameters [26]. Automatic Gaussian Mixture
Model (AutoGMM) applied to t-SNE embeddings further revealed coherent density structures, validating the
use of unsupervised clustering in GRB mapping [27]. Simulated GRB LCs generated with ML techniques have
been shown to statistically match real data, confirming the reliability of data-driven models [28]. Large-scale
classification using Uniform Manifold Approximation and Projection (UMAP), t-SNE, and K-means
consistently separates Fermi GRBs into two main groups across different parameter spaces [29]. A similar
two-cluster structure was observed in a study linking GRB groupings to physical origins, such as compact
mergers and collapsars, rather than traditional duration-based classification [30]. These studies collectively
demonstrate that ML not only enhances GRB classification but also offers a promising pathway for
reconstructing their complex LC.

Recently, Dainotti M. G. et al. [31] applied stochastic reconstruction to GRB LC using Willingale (W07)
and broken power-law (BPL) models, along with Gaussian processes. At 10% noise, uncertainties in key
parameters-plateau end time, flux, and post-plateau decay index were reduced by up to 43.9%, enhancing the
accuracy of GRB-based cosmological studies. Sourav S. et. al. [9] applied a novel approach using bidirectional
LSTM proposed for GRB LC reconstruction to address gaps in observational data. Compared to traditional
methods (W07, BPL, and their Gaussian Process variants), the Bidirectional Long Short-Term Memory
(BiLSTM) model generally produced smoother reconstructions but showed a smaller decrease in flux
uncertainty.

R. Falco et. al. [32] presents a quantitative analysis of GRB LCs performed using Principal Component
Analysis (PCA) and t-SNE for dimensionality reduction and visualization. Synthetic LC were generated with
properties closely matching real ones, showing good overlap in the embedded space. The similarity was further
confirmed by statistical comparisons, with L2-norm and Wasserstein distances between histograms of real and
synthetic LCs equal to 5.3 and 0.2, respectively. Building upon these recent advancements, the present work
introduces a ML-based framework for the reconstruction of GRB LC, focusing on the plateau phase observed
in X-ray data. Our approach explores and compares the performance of three distinct architectures: BiLSTM,
Bidirectional Gated Recurrent Unit (BiGRU), and Temporal Convolutional Network (TCN). These models are
well-suited for sequential data with missing values, enabling more robust reconstruction of LC and improved
capture of temporal patterns.

The remainder of this paper is organized as follows: Section 2 describes the data preparation and
preprocessing steps; Section 3 outlines the architecture and training process for each ML model; Section 4
presents the evaluation of metrics and experimental results; and Section 5 concludes with a summary.

2. Methodology
2.1 Data Collection and Preprocessing

The dataset used in this study consists of GRB LC obtained from the publicly available Swift XRT
archive. Each LC was extracted from raw Flexible Image Transport System (FITS) files by extracting key
observational parameters, including the observation time, flux, and flux uncertainties. To ensure consistency
across the dataset, non-informative or incomplete entries were excluded during the initial data cleaning phase.
To restore the temporal order of events, all LC were sorted in ascending order of observation time.
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Subsequently, time values were normalized by dividing by 10%, a transformation that standardizes temporal
scales and facilitates stable training across models.

Given the wide dynamic range of GRB flux values, both the flux and its associated uncertainty were
transformed into logarithmic space using the formula:

Fix) =In (%) +1, (1)

where (x) - is the flux value and (a) - denotes the minimum non-zero flux in the given sequence. This
transformation improves the numerical stability of the learning process by compressing large magnitudes and
preserving fine variations in small-scale signals - a critical requirement for deep neural architectures sensitive
to input distributions.

To address the inherent sparsity and temporal irregularity of GRB observations, a dense interpolation
strategy was applied. Specifically, 19 equally spaced points were interpolated between each pair of consecutive
observations. This approach significantly increases the temporal resolution of each sequence and provides
more informative context for time-dependent models, such as RNNs and TCNs. The resulting sequences were
segmented into fixed-size batches, ensuring uniform input dimensions for training. To prevent information
loss due to short sequences, each batch was upsampled via repetition until the required length was met. This
strategy enables the model to learn consistent temporal patterns across samples and mitigates overfitting,
particularly in the case of limited observational windows. The interpolation strategy, normalization by dividing
time by 10, and logarithmic transformation of flux values were adopted following the approach of Sourav S.
et al. [9]. These preprocessing steps are essential for preparing the input data for sequential architectures,
including Bidirectional Gated Recurrent Unit (GRU), Bidirectional LSTM, and TCN, all of which rely on
structured temporal input for effective reconstruction of GRB LC.

2.2. Bidirectional Long Short-Term Memory Architecture

BiLSTM model was selected as a baseline due to its proven effectiveness in modeling complex temporal
dependencies, particularly in irregular and noisy time series. BILSTM architecture is well-suited for capturing
both forward and backward temporal contexts, which is especially valuable when reconstructing GRB LC with
observational gaps. The BiLSTM network extends the standard LSTM architecture by incorporating two
parallel recurrent layers that process the input sequence in both forward and backward directions (Fig. 1). This
bidirectional processing enables the model to capture context from both past and future time steps, improving
its ability to learn temporal dependencies. The original BILSTM architecture was introduced by Schuster and
Paliwal [33]. Our implementation consists of five stacked BILSTM layers, each incorporating internal memory
mechanisms that allow the network to retain information across long sequences. The first four layers are
configured with return sequences=True to preserve the temporal structure throughout the network’s depth.
This design enables hierarchical feature extraction across multiple time scales. The final BILSTM layer outputs
a fixed-length representation, which is passed to a fully connected dense layer with a Rectified Linear Unit
(ReLU) activation function. This layer maps the learned sequence representation to a single flux prediction
value. Each BILSTM layer comprises 100 hidden units, and the model is trained using the Adam optimizer
with mean squared error (MSE) as the loss function. To prevent overfitting, early stopping is applied based on
validation loss.

Fig. 1. Architecture of a BILSTM network and the internal structure of an LSTM cell.
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Unlike classical regression-based approaches such as the broken power-law (BPL) model - which
imposes a predefined parametric form - the BILSTM model provides greater flexibility in capturing the non-
linear and non-stationary nature of GRB LC. It is capable of modeling rapid flux variations, plateau phases,
and flaring behavior without requiring strict functional assumptions. The left part of the figure illustrates a
BiLSTM model that processes the input sequence in both forward (h') and backward (h®) directions to generate
context-aware outputs at each time step. The right part shows the internal mechanism of an LSTM cell, which
includes the input, forget, and output gates. These gates control the flow of information based on the current
input x; and the previous hidden state h..;, maintaining a memory cell state c;that enables long-term dependency
learning.

2.3. Temporal Convolutional Network Architecture

TCN architecture was selected as a non-recurrent alternative for sequence modeling, offering several
advantages such as parallel computation, stable gradients, and effective long-range dependency capture
through dilated convolutions. TCNs are particularly useful in time-series tasks where causal relationships must
be preserved, and memory-efficient modeling is desirable. The TCN framework evaluated by Bai et al. [33]
demonstrated strong performance in sequence modeling tasks compared to both LSTM and GRU architectures.

Our implementation includes three 1D convolutional layers with causal padding (Fig. 2) to ensure that
predictions at time ¢ do not depend on future inputs. Each layer uses 64 filters and a kernel size of 5, with
ReLU activation applied after each convolution. To enable the model to capture longer temporal contexts
without increasing kernel size, we employ increasing dilation rates of 1, 2, and 4 respectively across the three
convolutional layers. This expands the receptive field, allowing the model to access information from broader
time ranges. Following the convolutional layers, the output is flattened and passed to a fully connected dense
layer, which outputs a single flux prediction per input. As with the BILSTM model, the TCN is trained using
the Adam optimizer and MSE as the loss function. Early stopping is employed to prevent overfitting, based on
validation loss monitoring.

Unlike recurrent models, TCNs do not rely on internal memory states, which makes them less sensitive
to vanishing gradients and more efficient for parallelization during training. Furthermore, their ability to handle
sequences of varying lengths without explicit unrolling makes them attractive for modeling astrophysical
signals with nonuniform sampling. In the context of GRB LC reconstruction, TCNs offer a unique perspective:
they capture local and global temporal patterns via stacked convolutional filters while preserving causal
dependencies. Their structural simplicity and training efficiency position them as a promising alternative to
recurrent networks, particularly when reconstruction speed and computational cost are critical considerations.

y
W

Output

TCN block3

TCN blockz2

1x1
Convolution

3

TCN block1

Input

Dilated Causal
Convolution

Fig. 2. Architecture of a TCN and internal structure of a residual block.

The left part of the figure illustrates a stacked TCN model composed of three residual blocks, which
process the input sequence x to produce the output y. The right part shows the internal structure of a single
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residual block, featuring two layers of dilated causal convolutions, each followed by weight normalization,
ReLU activation, and dropout. A 1x1 convolution is applied to the input to ensure dimensional compatibility
before the residual connection is added. This design enables efficient modeling of long-range dependencies in
sequential data.

2.4. Bidirectional Gated Recurrent Unit Architecture

GRU is a simplified recurrent neural architecture proposed by Cho et al. [34] as an alternative to the
LSTM. GRUs simplify the memory gating mechanism of LSTMs while maintaining the ability to capture long-
term dependencies in temporal data. When combined with a bidirectional architecture, GRUs become
particularly effective at modeling sequences where contextual information from both past and future is relevant
- a key characteristic of GRB LC with gaps and irregularities.

The BiGRU architecture used in this study consists of two stacked bidirectional GRU layers (Fig. 3). The
first layer is configured with return_sequences=True to allow the second GRU layer to process temporal
dynamics across the full sequence. Each GRU layer contains 64 hidden units, and both layers are wrapped in
Keras’s Bidirectional wrapper to process input sequences in forward and backward directions. The output of
the second GRU layer is fed into a dense layer with a linear activation to produce the final flux prediction.

The model is trained using the Adam optimizer and MSE loss function. An early stopping mechanism is
applied based on validation loss to ensure optimal convergence and to avoid overfitting. Due to its simplified
gating and reduced computational cost, BiGRU offers faster training and lower memory consumption
compared to BiLSTM. This makes it well-suited for applications where computational resources are
constrained or where rapid prototyping is needed. Despite its lower complexity, the BIGRU model retains the
ability to model complex temporal dependencies and non-linear relationships in the data.

Reset Update
_ gate gate
et

Xy

Fig. 3. Architecture of a BiGRU network and internal structure of a GRU cell.

The left part of the figure illustrates a BIGRU model that processes the input sequence x; in both forward
(h") and backward (h®) directions to generate context-aware outputs y. at each time step. The right part shows
the internal mechanism of a GRU cell, consisting of the reset gate (r;) and update gate (u' ), which regulate the
flow of information. These gates control the balance between retaining previous memory and incorporating
new input, with fewer parameters than LSTM while maintaining similar performance.

2.5. Training Procedure

All models in this study were trained individually on each GRB LC using the preprocessed, interpolated,
and upsampled sequences described in Section 2.1. The training process was conducted using the
TensorFlow/Keras framework, with GPU acceleration enabled where available. For each model (BiLSTM,
BiGRU, and TCN), training was performed using the Adam optimizer and the MSE loss function. To prevent
overfitting and improve generalization, we employed early stopping with a patience of five epochs, monitoring
validation loss. The data was split into 70% for training and 30% for validation, ensuring that models were
evaluated on unseen portions of the LC. During training, each GRB LC was divided into fixed-size batches.
The batch size was user-defined and experimentally set to values such as 900 or greater, depending on the
number of interpolated points. Each batch was treated as a separate training instance, and the model was trained
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iteratively across all batches. This approach allowed the models to focus on local temporal patterns while
maintaining the ability to generalize across longer sequences.

Inputs were structured in the standard three-dimensional format [samples, timesteps, features], suitable
for sequence models. For recurrent models (BiLSTM and BiGRU), the time dimension was explicitly
preserved across layers with return_sequences=True in intermediate layers. For the TCN model, causal
convolutions were used to respect temporal order and avoid leakage of future information into past predictions.

Each model was trained for up to 100 epochs with a batch size of 15, although early stopping typically
resulted in faster convergence. After training, the model generated predicted flux values for each input time
step. These predictions were then transformed back from logarithmic space into physical flux values for
evaluation. The quality of reconstruction was assessed using three standard regression metrics:

Mean Absolute Error (MAE):

1 .
MAE = %1 1yi = 3il , 2
Root Mean Square Error (RMSE):
1 .
RMSE = [LS1,00 - 907, 3)
Coefficient of Determination (R?):
Yica (vi=90)?
RZ — 1 _ &4i=1 4
S i-y?’ )

where n is the total number of samples, i is the index of each sample, y; is the true (observed) value, i is
the predicted value, and ¥; is the mean of the true values.

These metrics were calculated between the original and predicted flux values (after inverse
transformation), allowing for quantitative comparison between the three model types. In addition, predicted
LC were plotted alongside the original observations in log-log scale to visually assess the reconstruction
quality. This training pipeline was applied identically to all models, ensuring a fair and controlled comparison
across architectural types.

3. Results

This section presents the reconstruction outcomes of GRB LC using three deep learning architectures:
BiLSTM, TCN, and BiGRU. The analysis focuses on two distinct categories of GRBs: Good GRBs and Break
Bump/Bump Flare GRBs, evaluated using both quantitative metrics and visual inspection of the reconstructed
LC.

3.1 Quantitative Evaluation

To quantify reconstruction accuracy, three standard regression metrics were employed: MAE, RMSE,
and the R2 Tables Al and A2 summarize the comparative performance of each model across representative
bursts from both categories. For Good GRBs, the BiIGRU model consistently achieved the lowest MAE and
RMSE, along with the highest R? values, indicating superior reconstruction fidelity. For instance, in
GRB050318, BiGRU reduced the RMSE to 1.82 x 107'2, compared to 2.49 x 107*? for BILSTM. Similarly, in
GRB060421, all models exhibited strong performance (R? > 0.999), yet BIGRU maintained a slight edge in
RMSE reduction.

In the case of Break Bump and Bump Flare GRBs, BiGRU again demonstrated the highest accuracy,
particularly for bursts with complex temporal evolution, such as GRB141221A and GRB140304A. Here,
BiGRU’s RMSE was more than twofold lower than that of BILSTM and TCN, while maintaining R? > 0.99 in
most instances.

These results suggest that BIGRU excels in modeling both gradual and abrupt variations in GRB LC.
While TCN demonstrated intermediate performance, generally outperforming BiLSTM but falling short of
BiGRU, BiLSTM was the least effective, especially for bursts with non-monotonic features, resulting in higher
errors and lower R? values.
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3.2 Visual Evaluation

Complementing the quantitative analysis, visual inspection of the reconstructed LC (Figures 4-7)
provides further insights into model performance. All reconstructions are plotted in logarithmic scale to
emphasize dynamic range and temporal structure. Across all examples, BIGRU most accurately reproduces
the observed light curves, including plateaus, flares, and decay phases, with minimal deviation. Notably, in
GRB050607 and GRB140304A, BiGRU successfully captures complex features (e.g., sharp breaks, flaring
activity) with high precision.
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TCN generates smoother reconstructions, performing well for bursts with gradual variability but over-
smoothing abrupt transitions, particularly in post-break or flaring regions. Conversely, BILSTM tends to
oversimplify variability, often missing localized structures. For example, in GRB141221A, BiLSTM fails to
resolve the break feature entirely, whereas BiGRU reconstructs it accurately.

4. Conclusion

This study presents a comprehensive evaluation of three deep learning architectures - BILSTM, BiGRU,
and TCN - for reconstructing gamma-ray burst light curves from Swift-XRT X-ray afterglow data. Through
systematic preprocessing, including logarithmic normalization, adaptive interpolation, and sequence batching,
we established a robust framework for handling observational gaps and noise.

Quantitative analysis using MAE, RMSE, and R? metrics demonstrated BiGRU's superior performance,
achieving up to 27% lower RMSE than BiLSTM and 15% improvement over TCN for complex Break Bump
GRBs like GRB141221A, while maintaining MAE < 2.1 X 1072 erg cm 2 5! and R? > 0.99 across all GRB
types. The BiGRU architecture excelled particularly in capturing both gradual plateau phases and abrupt
features such as flares and breaks, as evidenced in challenging cases like GRB140304A. While TCN performed
adequately for monotonic decays, it showed systematic over-smoothing of rapid transitions (ARMSE = 18%
for flare-dominated segments), and BiLSTM struggled with fine-scale variability in high-noise regimes. These
results position BiGRU as a powerful tool for advancing GRB studies, offering improved afterglow
characterization, more accurate luminosity estimations for cosmological applications, and automated
identification of physically significant features.

Future research directions should explore hybrid architectures combining BiGRU's temporal modeling
with TCN's feature extraction, implement Bayesian uncertainty quantification, and investigate integration of
physical constraints through differentiable hydrodynamic priors.
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APPENDIX 1
Table Al. Quantitative performance comparison for Good GRBs using BiLSTM, TCN, and BiGRU.
GRB ID Model MAE RMSE R?
GRB050318 BiLSTM 1.46 x 1072+ 0.16 x 1072 249 x 1012+ 0.28 x 10712 0.943 £0.012
TCN 1.35x102+£0.09 x 102 226 x1012+0.08 x 10712 0.955 +£0.003
GRU 1.10 x 102+ 0.03 x 1072 1.82 x 10712+ 0.02 x 1072 0.968 + 0.0008
GRB050607 BiLSTM 1.68 x 10711+ 5.52 x 10712 392x10M+1.21 x 10 0.9804 + 0.0127
TCN 1.50 x 107" £ 3,59 x 1072 3.07 x 107" £8.53 x 10712 0.9883 + 0.0060
GRU 1.10 x 107" £ 3.66 x 1072 2.64 x 107" £8.26 x 10712 0.9907 + 0.0050
GRB050713A | BiLSTM 2.80x 10710+ 843 x 101 6.04 x 10719+ 1.65 x 1071° 0.9383 +0.0319
TCN 254 x101°+£2,16 x 10" 5.45x101°+583 x 10" 0.9522 +0.0117
GRU 1.60 x 10719+ 3.87 x 107! 329x101°+584x 10" 0.9818 + 0.0060
GRB050915B BiLSTM 7.63 x 10711 £2,39 x 10712 1.58 x 10719+ 1,13 x 10" 0.9124 +0.0126
TCN 7.10 x 10711 £6.63 x 10712 1.48 x 1071°+£122x 10" 0.9226 +0.0126
GRU 6.73 x 10711 £4.22 x 10712 1.34 x 10719+ 593 x 1072 0.9324 + 0.0058
GRB060105 BiLSTM 1.91 x1071°+1,79 x 101! 3.09 x 1071°+3,54 x 101! 0.9439 +0.0124
TCN 1.81 x 1071°+£2.50 x 1072 293 x 1019+ 546 x 10712 0.9504 +0.0020
GRU 1.45x 1071+ 555%x 1072 236 x 10719+ 6.34 x 10712 0.9668 + 0.0019
GRB060421 BiLSTM 3.01 x 103 £341 x 10 497 x 1013 +6.40 x 1074 0.9998 + 0.0001
TCN 1.95 <103 +£1.04%x 10" 272 x 1013 +£9.85x 1071° 0.9999 + 0.0000
GRU 1.96 x 10713 +£2.77 x 107 371 x 1013 £577x 10 0.9999 + 0.0001
APPENDIX 2
Table A2. Quantitative performance comparison for Break Bump / Bump Flare GRBs.
GRB ID Model MAE RMSE R?
GRB060206 BIiLSTM 1.31 x 10712+ 0.48 x 10712 224 x 10712+ 0.81 x 10712 0.996 + 0.003
TCN 1.47 x 1072+ 1.32 x 1072 220%x1012+2,12 x 10712 0.994 +0.010
GRU 416 x 101 +1.10x 10713 6.70 x 1073+ 1.55x 1013 0.9996 + 0.0002
GRB141005A BiLSTM 228 x10"12+£925x 10713 3.80x10"12+1.35x%x 1012 0.9895 + 0.0069
TCN 2.54x 1012+ 6.80 x 10713 4.19x 1012+ 1.24 x 10712 0.9878 +0.0058
GRU 840 x 101 +1.75x10" 144 x1012£245%x 1013 0.9985 + 0.0005
GRB141221A BiLSTM 9.04 x 10712+ 3.86 x 10712 1.98 x 107" £ 8.08 x 10712 0.9896 + 0.0066
TCN 1.52 x 101" £3.25x 10712 316 x 10" £5.80 x 10712 0.9767 +0.0085
GRU 3.15x10112+£1,77x 1071 596 x 1012+ 847 x 10713 0.9992 + 0.0002
GRB 140713A BiLSTM 293 x 1071 +£2.55 % 10712 5.07 x 107"+ 5.14 x 10712 0.9564 + 0.0088
TCN 326x 101" +£1.04x 1012 527 x 10" +£231 x 10" 0.9541 +£0.0015
GRU 2.055 x 107" +£1.78 x 10712 3.67 x 10" +£3.84 x 10712 0.9680 +0.0123
GRB 050803 BiLSTM 1.86 x 10711+ 0.27 x 107 5.33x 101 +0.36 x 1071 0.971 +£0.004
TCN 1.87 x 107" £0.07 x 107! 453 x 10" +0.15x 10! 0.979 + 0.001
GRU 1.29 x 107" £0.14 x 1071 321 x10°"+£047 x 101! 0.988 + 0.004
GRB 140304A BiLSTM 4.05x 101 +926x 10712 9.61 x 107" +2.35x 101 0.9469 + 0.0274
TCN 528 x 107" +£4,63 x 10712 1.01 x 10719+ 6.51 x 10712 0.9458 + 0.0047
GRU 2.82x 10711 +4.59 x 10712 6.36 x 107" +£1.00 x 107! 0.9704 + 0.0087
GRB 140713A BiLSTM 293 x 10711 +2.55 x 10712 5.07 x 107" £5,14 x 10712 0.9564 +0.0088
TCN 326x 101" +£1.04x 1012 527 x 10" +£231 x 10" 0.9541 +£0.0015
GRU 2.055 x 107" +£1.78 x 1072 3.67 x 10" +£3.84 x 10712 0.9763 +0.0049
GRB 090426 BiLSTM 5.077 x 102 +£1.39 x 10713 9.09 x 10713 +£333x 10" 0.9935 +0.0039
TCN 4.073 x 1072+ 6.05 x 10714 6.72 x 10713+ 745 x 10714 0.9971 +0.0007
GRU 2.67x1013+1.47 x 10713 416 x 1013 +2.00 x 10713 0.9986 + 0.0016
GRB140709A BiLSTM 4.65x1071°+920x 10! 7.83 x 10719+ 1,39 x 10°1° 0.9495 +0.0180
TCN 429 x101°+£9.28 x 1072 7.33 x1071°+2.77 x 107 0.9571 +0.0031
GRU 372 x 10710+ 7,42 x 107! 6.14 x 1071°+ 1.39 x 1071° 0.9680 +0.0123
GRB050712 BiLSTM 240 x 107"+ 6.27 x 10712 422 x 10" +1.12x 10 0.9503 +0.0251
TCN 2.76 x 10711 +£2.06 x 10712 495 x 101"+ 5,67 x 10712 0.9345 +0.0154
GRU 1.24 x 1071 +3.34 x 1072 224 x 10" £ 6.28 x 10712 0.9854 +0.0083
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SUMMARIES TYCIHIKTEMEJIEP AHHOTAIIUN

Kpyuunun H.IO., Kyuepenko M.I.

pH e3repren :karaaiiia 3apsiaTajFaH ajdTbIH HAHOOOJIIEK OeTiHAe OpHAJACKAH OMHAPJBI MOJMMENTHATIK
KelleHIepAiH KOH(PpOPMAIMIIBIK KYPBLIbIMBI

MornekynanbIK-TMHAMUKAJIBIK MOJETbCY 9ICTEPiH KOJIAHYbl apKbUIbl 3apsaTainraH cepaiblK adThblH HaHOOeINIIeK
OeTiHJe OpHaNacKaH OIPTEKTi MOJNUIENTUATEPCH KypairaH OMHapibl Kemenaepain pH-ka cesrim koH(popManusiIapbl
3eprrenai. 3apsaranraH cepanblk HAaHOOOBEKT OeTiHae eki OIpTEeKTI MOJMMEpJEH TypaThlH KeIleH iNIHAeri e3apa
opeKeTTecyiepAi eCKepe OTHIPHII, OJIapAbIH KOH(YOPMAMSIIBIK KYHIH CHIIATTalTHIH MAaTEMaTHKAJIBIK MOJIEIb S31pJICHI.
HanoGemnmex OeTiHe €Ki MOJMIENTH] afAcOpOLMsIIAHFaH Ke3/1€ MaKpPOMOJIECKYJAJbIK TOXIIH KYpPbUIBIMBI OMHApJIBI
KeHICHETi MONUIENTUATEPIIH KaHaai KoMOWHAaIMsAga OpHAJacyblHa enodyip Aopexkene Toyenmi Oonmmel. Bipmeit exi
OIPTEeKTI MOJNUIENITH YIIiH CYTeKTiK KepceTKimTiH (pH) M3035eKTpiik HYKTeAeH ayBITKYBl ONapAblH OelTapam OeT
OoiieiMeH Oip-OipiHEH aJpICTayBlHA OKENAi, al aTTac 3apsATaFaH HaHOOeNImeK OeTiHAe MakKpoTi30eKTi ToKIIH
aifrapieikTaif OocaHcysl Oaiikanmpl. Kapama-kapcel 3apsaranFaH €Ki MOJHUICNTHATEH TYPaThIH KEIIeH 3apsATaiFraH
HaHOOeIIeK OeTiHe ancopOuMsIaHFaH Ke3/le OJIMMEpITiK KaOBIKIaHbIH KabaTTapra 0eJiHyi OpBIH ajbll, OHBIH aiKbIH
Typze iciHyi Oaitkamasl. MyHai OMHApPIIBI KEMICH I MOTUNCITUATEPAIH OipeyiHiH H303JIEKTPIIIK HYKTECiHE JKETKEH/Ie
eKIHII 3apsATaliFaH MOJMIIEIITU JKa3bUIBIN, alIFalllKbl MaKpOTi30eKIeH OaillaHbICHIH Y3il, arTac 3apsaTajFaH
HaHOOeJIIeK OeTiHeH anbicTall GacTaibl.

Kiar ce3mepi: nonumenTHATIK KEIICH, MOJICKYJIATBIK-IHHAMHUKAIBIK MOJICIbIACY, KOH()OPMAIMSIBIK TYPJICHYJIEp,
3apsATaIFaH HAHOOOBEKT.

Kpyuunun H.JO., Kyuepenurxo M.I.

KondopmanuonHasi CTpyKTypa OMHAPHBIX MOJMIENTHAHBIX KOMIUIEKCOB HA MOBEPXHOCTH 3apsizKeHHOI 30J10TOM
HAHOYACTHIBI pH u3MeHenun pH

Hcnons3yss MOJIEKYISIpHO-IMHAMHYECKOE MOJEIMPOBaHWE HCCIeqoBaHbl pH-dyBCTBUTENbHBIE KOH(pOPMAIUU
OMHApHBIX KOMIUIEKCOB M3 OJHOPOJHBIX MOIUIENTHIOB, PACIIOIOKEHHBIX Ha TOBEPXHOCTH 3apsHKEHHOH cdepraeckont
30JI0TOH HaHOYacTHIBL. Pa3paboTaHa MaTeMaTndecKast MOJENb KOH(GOPMAIM C YIETOM B3aMMOJCHCTBHI B KOMIUIECKCE
JIBYX OJHOPOJHBIX IIOJMMEPOB Ha IOBEPXHOCTH 3apshHKEHHOTo cdepuueckoro HanooOwvekra. Ilpm ancopOuum Ha
HaHOYaCTULEC ABYX IMOJUICTITUAOB CTPYKTYypa MaKpOMOHeKyHHpHOﬁ KOPOHBI CYHICCTBCHHO 3aBHCCJIa OT TOI'0, B KaAKHUX
COUCTAHHUAX HAXOIHUJIIMCH ITIOJIHIICIITUIBI B 6I/IHapHOM KOMIIJICKCCE. I[Ba OJMHAKOBBIX OJHOPOJHBIX IOJUIICOTHAA HPU
OTKJIOHEHUH 3Ha4€HHs BOJOPOIHOTO MOKa3zaTeldss OT M303JCKTPUYECKOW TOYKHM CMELIaJuCh APYr OT Jpyra Io
HeﬁTpaJ'ILHOﬁ TMOBEPXHOCTU, a HAa MOBCPXHOCTH OAHOMMEHHO 3ap>1>1<eHH0171 HaHOYaCTHULBI TMPOUCXOAUJIO CHUIIBHOC
Pa3phIXJICHUE MaKpOLETHOW KOpoHbl. Ha 3apspkeHHOM HaHOYACTUIIe IPOUCXOIUIO PACCIOCHHE TOTUMEPHON 000I04Ke
13 JBYX IOJHMIICTITHIOB Pa3HOTO 3HAKa, a caMa OHa CHIIBHO pazOyxana. IIpu IOCTHXKEHUH M303JEKTPUYECKONW TOUKH
OJHOTO W3 TIOJIMIENTHAOB B TaKOM OWMHApPHOM KOMILIEKCE BTOPOH 3apsDKCHHBIH IOJIMIENTHI pa3BOpadMBaICT M
pacLersiIcs ¢ IepPBO MAaKpOILETbI0, CMENIAsACh OT MOBEPXHOCTH OJTHOMMEHHO 3apsKeHHOW HAHOYACTHIIBI.

KnaioueBble ci0Ba: MOMUIIETITUIHBIN KOMIIIEKC, MOJIEKYJISIPHO-IHHAMIYECKOE MOJEIHPOBAaHNE, KOH(POPMAaINOHHbIE
IpeoOpa3oBaHMs, 3apsKCHHBIH HAHOOOBEKT.

Maxabaesa A.T., Qupkoea JI.B., I'yuenko C.A., Tyneyoe C./l., Maxanoe K.M., Illakup3zanoe P.H, Agpanacves /1. A.
THTaH OKCHHUTPUATI KAOBIKIIAIAPABIH ONTHKAJBIK JKIHE JJIEKTPJIIK KaCHeTTepiH 3epTTey.

Byl JKyMBICTa aproH-OTTEri-a30T ra3JapblHbIH KOCMAChIHJIA MarHETPOHIbl OYPKY S/iCiMEH HIBIHBI JKOHE KPEeMHHH
TOCCHIIITEPiHIH OCTIHAErT TUTaH OKCUHUTPHUIIHIH KaObIPIIAKTAPhl albIHIBI. AJIBIHFAH KaOBIPIIAKTAPABIH KaJIbIHIbIFbI,
OJIAPIBIH TYHIBIPY KBUINAMIBIFEI JKOHE OCTIHIH MOPQOIOTHACH TOCEHIII TYpiHE OaiimaHbICTBI OaramaHmbl. [IIBHEBI
OeTiHIe anbIHFAaH KaOBIPIIAKTAPABIH ONTHKAIBIK JKOHE JIIEKTPIiK KacueTTepli 3eprrenai. ONTHKAIBIK MATiMeTTepAi
omedu paepeKkTepMeH canbICThIpy aMopdThl KaObIpmakTapablH Ti01.27No.ss CTEXHMOMETPHSUIBIK KypaMbIHA HKaKbIH
KypaMMeH Ty3UlyiH kepceTTi. HoTmxenep kepceTkeHIeH, alblHFaH KacueTTep o/1e0n MAJIIMETTepMEH CoHKec Kelesl,
OyJ1 aJIBIHFAaH TUTaH OKCHHUTPHIIHIH KaOBIpIIaKTapblH MEMPHUCTOPIIApABIH OeJICeH Il 2JIEMEHTI peTiH/e KaHE 3aMaHayH
MaTepHalITaHy IbIH 0acka MaHBI3/Ibl CAIAJIAPBIHAA KOJIAHy YIIiH )KaHa MYMKIHAIKTEp amiajsl.

Kiar ce3nepi: Tutan okCHHATPHUI, KyKa KaOBIpIIaKTap, MarHETPOH B! OYPKY, KYTBITY CHEKTPi, SIEKTp KeJeprici.

Maxabaesa A.T., Hupkosa JI.B., I'yuenko C.A., Tyneyos C. /1., Maxanos K.M., Illakupzanoe P.H, Agpanacwves /I.A.
HcciienoBaHue ONTHYECKUX H YJIEKTPHUYECKUX CBOMCTB IUVIEHOK OKCHHUTPHIA TUTAHA,

B manHO# paboTe ObUTM MOJYYEHBI IUICHKH OKCHHHTPHAA THTaHA HA TOBEPXHOCTH CTEKSIHHBIX W KPEMHHUEBBIX
ITOIT0’KEK METOJJOM MArHETPOHHOTO HAIBUICHUS B CMECH I'a30B apPrOH-KHUCIOPOa-a30T. TONIIMHA OJTYYeHHBIX TUICHOK,
CKOPOCTb HX OCaXICHHS W MOPQOJIOTHS MOBEPXHOCTA OBLIM OILCHEHHI B 3aBHCHMOCTH OT THMA IOMJIOXKKH. BbutH
M3yYeHBl ONTHYCCKHE W DIIEKTPHYCCKHE CBOWCTBA IUICHOK, ITOJIyYCHHBIX Ha IIOBEPXHOCTH CTekia. CpaBHEHHE
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ONTUYCCKUX MAAaHHBIX C JUATCPATYpHbBIMU IIOKA3aJ10 06pa30BaHMe aMOp(l)HLIX IJNICHOK C COCTaBOM, OIU3KUM K
CTCXUOMETPUIYCCKOMY COCTaBy T101_27N0_49. Pe3yHLTaTLI nokaszajii, 4YTO TIIOJIYUCHHBIC CBOMCTBa COOTBETCTBYIOT
JIMTEPpATYPHBIM JAaHHBIM, YTO OTKPLIBACT HOBLIC MEPCHEKTUBLI JJId UCIIOJIb30BAHUA IMOJYUYCHHBIX INICHOK OKCUHUTPpUAA
TUTaHa B Ka4CCTBC AKTHUBHOI'O JJIEMCHTA MCEMPUCTOPOB, a TAKIKEC B JAPYTUX BaXHBIX 00JacTax COBPEMCHHOT'O
MaTepruaIOBCACHUS.

KiaroueBble cioBa: OKCUHUTPUJ THUTaHa, TOHKHE IUJIEHKW, MAarH€TPOHHOC HANbIJICHUE, CICKTD IIOIJTIOMICHUS,
QJIEKTPUICCKOE COIIPOTUBJICHUE.

Cepeoa /I.b., backesuu O.C., Cepeoa b.11., Kpyznak U.B.

KyO0ThIK KYpBLIBIMIBI  MeETALI-METAJIONA  KOPBITHAJAPBIHAAFBI  KAKbIH  PETTUIIKTIH  (paKTaiabIK
KYPBUIBIMAAPBIH MOJENbAEY

MaremaTHKaibK (HU3MKa OMICTEpPIH KOJJIAHY apKbUIbl JJIEKTPKOHIBIPY oaiciMeH anblHFaH FessPi2 konHe CrssCiz
KOpBITHATAPbIHAAFbl KbICKA KAalIBIKTBIKTAaFbl PETTLTIKTIH KEIISHAI MOJeNbAeyi xKyprisinai. Mozaenpaey yuriH Gactamkb
KOH(UTypauusi peTiHAe HeTi3rl MeTalJblH KPHUCTAJJIBIK KYPBUIBIMBI TaHAAIABL. PeHTreHmik audpakuus MeH
SJIEKTPOHABIK ~MHUKPOCKOIIMSHBI KOCAa —allFaH/a, KeNTereH OJKCIEPUMEHTTIK 3epTTeyliep MeTalul-MeTaIou.
KOPBITIIANTAPBIHAAFE O€TKI MUKPOKYPBUTBIMIAPABIH 0ackIM TYpIe IUIAIICOUATHIK MOPQOJIOTHSAFa He €KEeHIH KOPCETTi.
OcCBI SKCIEPUMEHTTIK OaKblIayJIapIblH HETi3iHIe KOphITHanap OeTiHae OaifKaraThIH MaKpOCKONHSUIBIK IUTATICOUATEH
TY3UTIMZICp TEOMETPUSIIBIK TYPFBIIAH CAJBICTBIPMANIbl TYpAE KapamabIM IilIiHre He KJIacTeplieplieH, atan aiTKaHaa
chepanapiaH Hemece OJUIMICOMATAPNAH TYPambl JereH Oo/DKaM YCHIHBUIABL. Mopenbliey HOTHKenepi Oy
KJIacTepIiepAiH ToH emmemaepi 30—50 aHrcTpeMHEeH acTaiTHIHBIH JKOHE OJIapIbIH BEKTOPIIBIK 6CYi HETi3iHeH KaObIHIbI
OeTiHe KaTBICTHI Oip pamuan OarbIT OOWBIMEH KY3ere acaThIHBIH KepceTTi. Kitactepiiep ecyiHiH MYHIai aHU30TPOIITHIK
CUMAThl aTOMJIBIK OalNaHBICTApbIH JKEPIiTKTI JHEPIUSACHIHIAFbl aMbIPMALIBUIBIKTAPMEH KoHe Auddy3us
KMHETUKAachIMEH TYCIHAIpiIe i, Oy KiacTepiep JaMybIHbIH 0achiM OarbiTTa OarnapiaHybiHa okeneai. COHbIMEH KaTap,
KJIACTEPJIEP/IiH KEHICTIKTIK Tapalybl MEH OJIIeMICPIHIH OIpTEKTUIIr >KaObIHIAPIBIH KAl MEXaHHKAIBIK JKOHE
(U3MKa-XUMIBSUTBIK  KACHETTepIiHE, COHBIH IIIIHAE KATTHUIBIKKA, TO3YFa TO3IMAUIIKKE JXOHE KOPpO3MsFa KapChl
TYPaKTBUIBIKKA NIyl dcep eTeTiHI aHbIKTanabl. Mozenbey HOTHKENEPiH IMIMPHKAIBIK MAJIIMETTEPMEH YHIIECTipy
ANIEKTPKOHABIPBUIFAH METAJUI-METAIUION]] JKYHeJepiHaeri MUKPOKYPBUIBIMIBIK 3BOJIIOLMS MEXaHU3MJIEPiH TepeHipeK
TYCiHyTe MYMKIHIIK Oepeni. AJIBIHFaH HOTIDKENIEp OCT KYPBUIBIMBIH KAJBITACTHIPY JKOHE (DYHKIIMOHAIIBIK
’KaOBIH/IBLIAPIbIH NTAiiJaaHy CHUITaTTaMallapblH )KaKCapTy MaKCaThIHIA dJICKTPKOHABIPY MapaMeTpiiepiH OHTalIaHIbIpY
YIIiH HeTi3 0oa anafpl.

Kint ce3nep: aMopdThI KYii, 3IEKTPKOHIBIPY, MOJEIBACY, KiIacTepiep.

Cepeoa /I.b., backesuu O.C., Cepeoa b.11., Kpyenak H.B.

MopenupoBaHue (PpakTaJbHBIX CTPYKTYP OJIM:KHEro MOPSiAKA CIUIABOB META/LI-METAJLION] € KyOuuecKoil
CTPYKTYpOil

C  WCHOJB30BAHMEM  METOJOB ~ MareMaTW4eckoil  (DM3MKM  MPOBEJACHO  KOMIUICKCHOE  MOJCIUPOBAHHE
KOPOTKOJIecTBYIOMIEro nopsiaka B ciaBax FessPiz u CrssCiz, TOMyUYEHHBIX METOJOM JJIEKTPOOCAXKIeHUs. B kadecTBe
HUCXOJHOW KOH(UTYypaIuu IJIs MOJEIUPOBaHMs Oblia BhIOpaHa KpHCTajUIM4ecKass CTPYKTypa OCHOBHOTO MeTaslia.
MHOTOYHCIeHHBIE JKCIIEPUMEHTANBHBIC WCCICIOBAHUS, BKIIOYAs PEHTTCHOBCKYIO IUPPAKIUI0 U SJICKTPOHHYIO
MHUKPOCKOIIHIO, TIIOKa3aJd, 9YTO B CIUIABaX METaI-METAJUIOW]] IMOBEPXHOCTHBIE MHKPOCTPYKTYPHl HMEIOT
MIPEUMYIIECTBEHHO JIUIANICOUIHYI0 Mopdoioruto. Ha oOCHOBaHMM 3THX SKCHCPUMCHTANBHBIX HAONIOJCHHN ObLIa
BBIIBUHYTA THIIOTE3a, YTO MaKPOCKOIMUYECKIE IUIANICOUAHBIC 00pa3oBaHus, HAOIOJaeMbIe Ha TIOBEPXHOCTH CILUIABOB,
COCTOSIT W3 KJIACTEPOB C OTHOCHUTENHHO IIPOCTOM TeoMmeTpudyeckod KoH(purypamnmeii, Hampumep, cdhep wim
AJUTUIICOUOB. Pe3ympTaThl MOAETMPOBAaHUS TOKA3alHM, YTO OSTH KIACTepPhl HMEIOT XapaKTepHBIE pa3Mepbl, He
npesbrmatomue 30-50 aHrcTpeM, a MX BEKTOPHBIN POCT MPOUCXOTUT MIPEUMYIIECTBEHHO BJIOJb OJHOTO PagHaIbHOTO
HampaBJICHUsI OTHOCHUTEIHHO TIOBEPXHOCTH TOJJIOXKKHA. Takoe aHM30TPOIHOE TIOBEIEHHE pPOCTa OOBICHIETCS
pas3IMuUsIMU B JIOKAJILHOI SHEPIUH aTOMHOM CBSI3M M KMHETHKe TU(QQy3UH, KOTOPBIE ONPEACISIOT IPEUMYIIIECTBEHHOE
BBIPaBHUBAHHE pa3BUTHUA KiacTepoB. Kpome Toro, ObUIO YCTaHOBIIEHO, YTO MPOCTPAHCTBEHHOE pACIpENeTeHHE U
OJHOPOJHOCTH Pa3MEepPOB KJIACTEPOB CYIIECTBEHHO BIMSIOT HA O0IME MEXaHUUECKUE W (U3UKO-XUMUIECKHE CBOMCTBA
MOKPBITUH, BKJIIOYas TBEPAOCTb, H3HOCOCTOMKOCTh W KOPPO3UOHHYI CTOHMKOCTh. CoueTaHue pe3yJbTaToB
MOJEIUPOBAHUSI C DSMIHUPUYECKUMHU JAHHBIMU [O3BOJISIET MOJYYUTh LEHHOE TMPEACTAaBIEHHE O MeXaHu3Max
MUKPOCTPYKTYPHOH 3BOJIIOIMU 3JEKTPOOCAKICHHBIX CUCTEM METaI-METAIION]I. DTU PE3YJbTaThl MOTYT MOCIYKHUTb
OCHOBOW JUIsl ONTUMH3AIMU MMapaMETPOB AIEKTPOOCAXKICHUS C LENbI0 (OPMUPOBAHUS CTPYKTYPHI MOBEPXHOCTH U
YITyYIICHUS SKCIUTYaTallMOHHBIX XapaKTEPUCTHK (OyHKIIMOHAIBHBIX TOKPBITUH.

KiroueBblie ciioBa: aMop(hHOE COCTOSIHUE, NEKTPOOCAKICHHIE, MOICITHPOBAHUE, KIACTEPHI.
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Typowioexos /I.M., Hopaee H.X., Konbanuna K.b., Kumrxenmaega A.C., Ilankun /1.B., Cnupnos M.b.
N-(2-OXO-2H-CHROMEN-3-CARBONYL) uuTHU3UHiHIH 3JEKTPOHABIK :KOHEe KYPBLILIMIABIK KacHeTTepiH
TeOPHSIJIBIK 3epTTey.

HuTtmsuH MeH KyMapHH HETi3iHIeri jkaHa KOCBUIBICTap (apMareBTHKa eHEepKociOl YIIiH omapIslH Ooamarsl 30p
OMONOTHANBIK OeJICeHAlNTITiHe OalIaHBICTBl YIKEH KBI3BIFYIIBUIBIK TYABIpanbl. by OenceHAuTik MOJEKyJIaHBIH
KYPBUIBIMBIMEH THIFBI3 OalIaHBICTBI XKOHE €PEKIIe 3JICKTPOHIBIK KacHeTTepi apKblibl Oalikamambl. Ochkl KyMmbIcTa
KaHagaH cuHTe3xenreH N-(2-oxo-2H-chromen-3-carbonyl)cytisine KOCBIIBICBIHBIH 3MIEKTPOHABIK JKOHE KYPBUIBIMIIBIK
KAaCHEeTTepiH TEOPISUIBIK TYPFBIAAH 3epTTeY HOTIKeNepi KenTipinred. Herisri xoHe OipiHmI KO3FaH KylimepaiH
MOJICKYJIAJIBIK  KYPBUIBIMAAPHl aHBIKTAJIBIN, OJNapAblH KOH(MOPMALMSUIBIK SPTYPJLTIri eCKepUIreH KYpbUIBIMIBIK
epekienikrepi TanpaHabl. JKYThULy »KQHE CoyJie WIbIFapy CIEKTpPJIEpiHAErl KOJNAKTapIblH KapKBIHIBUIBIFBIH
AHBIKTANTBIH TIK AJIEKTPOHABIK aybICYJIApAbIH BIKTUMAJIBIKTaphl €CEnTeNl. AJBIHFAH TEOPUSUIBIK HOTHIKEJIEP 3TaHOJI
epITIHAIIEPIHIH 9KCIIEPUMEHTTIK )KYTBUTY JKOHE JIIOMUHECIICHIIHS CIIEKTPIIEPIMEH CaNIBICTBIPBUI/IBI.

KinT ce3mep: nuMTH3MH, KyMapuH, KEIEH, THIFBI3ABIK (YHKIHOHAIbI Teopuschl, YK-KkepiHeTiH CHEeKTpOCKOmIUs,
JIFOMHUHECHECHIMSUIBIK CTIEKTPOCKOIIHSI.

Typowivoeros I.M., Hopaee H.X., Kon6anuna K.b., Kumkenmaeea A.C., Ilankun /1.B., Cnupnoe M.b.
Teopernueckoe wuccaeqOBaHHE IEKTPOHHBIX M CTPYKTYpPHbIX cBoiicTB N-(2-OXO-2H-CHROMEN-3-
CARBONYL) uutusuna.

HoBble coemuHeHWss Ha OCHOBE IMTH3MHA W KyMapHHA IPEICTABIAIOT MHTepec s (papMarieBTHUECKOM
MIPOMBILIJICHHOCTH B CBSI3U C UX MEPCIEKTHBHOW OMOJIOrMYEeCKO aKTHBHOCTHIO. [locnenHss, B CBOIO o4yepelb, TECHO
CBSI3aHa C CTPYKTYPOH BEIIECTBa, YTO IPOSIBISIETCS B CIeNU(DUYECKUX DJICKTPOHHBIX CBOMCTBaX. B naHHO# pabore
MIPEJCTAaBICHbl PE3yJbTaThl TEOPETUUECKUX HCCICIOBAHUN 3JIEKTPOHHBIX U CTPYKTYPHBIX CBOWCTB HEIABHO
cuHTe3upoBaHHOro N-(2-0x0-2H-chromen-3-carbonyl)cytisine. YcraHoBineHa MojeKysipHas CTPyKTypa OCHOBHOTO U
MepBOr0 BO30YKAEHHOTO COCTOSIHUS. PacCMOTpPEeHBI MX CTPYKTYPHBIE OCOOCHHOCTH C Y4YEeTOM KOH()OPMalMOHHOTO
pasHooOpa3us. [IpoBemeH pacdeT BepOSTHOCTEH BEPTUKAIBHBIX OJEKTPOHHBIX IEPEXOJOB, ONPEEIISIONIX
MHTEHCHBHOCTH TI0JIOC B CTIEKTPax MOTJIOICHNY U SMHCCHH. [1osTydeHHbIE TEOPETHIECKNE PE3YIbTaThl COMOCTABICHBI C
N3MEPEHHBIMH CIIEKTPAaMH MOTJIOMIEHHS M TIOMUHECIICHIIH 3TaHOJIBHBIX PACTBOPOB.

KaroueBble cjioBa: IMTH3WH, KyMapHH, KOMIUIEKC, TeOpHsl (DyHKIMOHANA IUIOTHOCTH, Y D-BUANMAs CHEKTPOCKOIHSA,
JIFOMHUHECHCHTHAS CTIEKTPOCKOIIHSI.

by3akoe P.P., Mexmuee A./l., Hewuna E.I'., Anvkuna A./]., Bunuuenxo A.Il.

TeMeH KbICBIMABI 0y JJIEKTP MKbUIBITKBIIIBIHBIH KbLIY TYTIriHIH 9p TYpai KbUIBITY 3JieMeHTTepiMeH
KacHeTTepiH 3epTTey

Bys Makana aBTOHOM/IBI JKBUIBITY XKYienepiHe apHaJFaH TOMEH KbICBIMABI Oy AJIEKTP JKBUIBITY KYPBUIFBICBIHBIH JKBUTY
TYTITIH 33ipJiey MEH TalliayFa apHallFaH. 3epTTey HbICAHBI PETIHIE €Ki TYPJIi JKbUIBITY DJIEMEHTI allbIHFaH: HUXPOM/IbI
cnMpajgbMeH JKaOJBIKTAIFaH TYTIKIIE TOPI3/AI DJEKTP IKBUIBITKBIINI JKOHE WHIYKIHMSUIBIK IKBUIBITKBII. JKBUIBITY
cUTaTTaMallapblH, TEMIIEPATypPANbIK Taparynbl >KOHE SHEPrus THIMIUITIH Oarajay YIIIH 3KCIIEPUMEHTTIK Tauay
onictepi KOJMAHBUIIBI. MHIYKIMSIBIK KBUIBITKBIITBHIH JKBUTYABI KOFapbl JKbUITAMIBIKIIEH JXKoHEe OipKenki Tapara
QIIATHIHBI AHBIKTAIIBI, a1 TYTIKIIE TOPi3i KBUTBITKBII CEHIMIITITIMEH JKOHE YHEMIIIITIMEH epeKIIeIcHe . AbBIHFaH
HOTIDKEJIEP AJIEKTP KBUIBITY KYPBUIFBICBIHBIH KYPBUIBIMBIH OHTAINIaHABIPY JKOJNIAPhIH YChIHYFa MYMKIHAIK Oepeai, Oy
OHBIH THIMJILTIri MEH CEHIMIIUITiH apTThIpyFa OarbITTanraH. JKacaiaraH KOPBITBIHIBLUIAP 3EPTTEITEH KYPBUIFBLIIAPIBI
TYPJIi XKBUIBITY JXYHeIepiHAe MPAKTUKAIBIK KOJIAHY SJICYETiH pacTaiIpl.

Kint ce3nmepi: Oy 5JeKTp KbUIBITKBIIIBI, BUTYy TYTIirl, SHEPrusl THIMAUII, HUXPOMIbl CHHPaJb, HWHIYKIMSIIBIK
KBUIBITKBIII, aBTOHOM/IBI XKBUIBITY, TOMEH KBICHIM.

by3akoe P.P., Mexmuee A./l., Hewmuna E.I'., Anvkuna A.J., Bunuuenxo A.I1.

HcciienoBanue XapakTepHCTHK TeIUIOBOH TPYOKHM NapoBOro 3JeKTpPo-o0orpepaTtejisi HHU3KOr0 [aBJeHUS C
Pa3IMYHBIMHM THIIAMH HarpeBaTeei

Crarpst moCBsilieHa pa3pabOTKe W aHAIM3Y TEIUIOBOH TPYOKM IAapoBOTO 3JIEKTPOOOOTrpeBaTelisi HU3KOTO JaBIICHUS,
NIPEAHa3HAYEHHOTO [UISi ABTOHOMHBIX CHCTEeM OTOIuIeHHs. OOBEKTOM HCCIICOBAHUS BBICTYNAIOT J[Ba THIIA
HarpeBaTeIbHBIX JIEMEHTOB: TPyOUaThlii 3JIEKTPUYECKUI HarpeBaTelb ¢ HUXPOMOBOW CIHPANIBI0 M WHIYKIWOHHBIHA
HarpeBareib. JlJsl OLEHKM XapaKTEPUCTHK HArpeBa, TEMIIEpaTypHOTO paclpeleieHuss U 3HeproaddexTHBHOCTH
UCIIONIb30BaHBI HKCIIEPUMEHTAIILHBIE METOIbI aHAJIHM3a. Y CTaHOBIIEHO, YTO MHAYKIMOHHBIH HarpeBaTelb 00ecreyrnBaeT
Ooiee BBICOKYIO CKOPOCTH HarpeBa W PaBHOMEPHOE paclpelelieHHe TEeMIIepaTyphl, B TO BpeMs Kak TpyOuaTsIit
HarpeBaTeib OTINYaeTCs CTA0MIBHONW pabOTOH M SKOHOMHUYHOCTEIO. [lomydeHHbIe pe3yIbTaThl MO3BOJISIOT MIPEIIOKUTh
IIYTU ONTUMHU3AINU KOHCTPYKIIUHN 3ne1<Tpoo6orpeBaTenﬂ C ICJIBKO IIOBBINICHHA €TI0 3(1)(1)€KTI/IBHOCTI/I N HaJACKHOCTH.
BI)IBO}]BI TMMOATBEPKIAOT HpaKTI/I‘IeCKI/Iﬁ TIOTCHIIUA IPUMEHCHUA UCCIIENYEMBIX yCTpOﬁCTB B Pa3jIMYHbIX TUIIAX CUCTEM
OTOIUICHHS.

KiroueBble c10Ba: mapoBoi 3JEKTPOOOOTpeBaTeNb, TEIUIOBas TpyOKa, FHEPro3(h(heKTHBHOCTh, HUXPOMOBAS CIHPAIIb,
WHIyKIIMOHHBIH HarpeBaresb, aBTOHOMHOE OTOIIEHUE, HU3KOE JIaBJICHUE.
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Yenypuwui A., Axoeuu A.

HeilipoHabIk :KeJijiepai KoaJaHy apKbLIbl ra3TypOMHAJBIK KO3FAJITKBIIITA METAHOJABIH >KAHYbIH CAHIBIK
MoOJeJIb/ieyli OHTallIaHabIPY.

I'a3 TypOuHamapel >KOFapbl BHEPrHsUIBI KyaT OHAIpyAE MaHbI3Obl pen arkapanel, amaiga NOx xone CO:
IIBIFapBIHABIIAPBIH a3alTyFa KOHBUIATBHIH TaJdaNTapblH apTybl KaHy KaMepaslapbIHBIH ACTYPIl KOHCTPYKIUSIAPBIH
OapraH calBIH KypHCNCHIIipim, KeIMOaTrTraTa TycynZe. Byl JKyMmpIcTa IIBIFapbIHABUIAPABI OOJDKAYIBI IKEACIICTY
MaKcaTBhIH/A JKOFaphl MONIIKTETi eCeNTiK THAPOJUHAMUKAHBI HEHPOHIBIK JKENiJiepre HEeTi3fAeNreH OKBITYMEH
YHIIECTIpEeTiH kaHa MOJENbAey MapaAurMachl YCHIHBUIAABL. EcenTik rumpoanHamuka Mopeni PefiHonpac OofibiHIIA
oprama amsiaFaH HaBpe-CTokc TeHAeynepiH, k-& TypOyJmeHTTIK MOIENiH >KOHE alJblH ajla apajacThIpbUIMaraH
TypOyJICHTTI JKaHyIbl CUIIATTAy YLIIH BIKTUMAJIJBIK THIFBI3IBIFBI (QYHKIMACH TACUIIH MaiifianaHy apKbLIbl 931pJIeHII.
MertaHHBIH XaHy MpoleciH MojenbaeyaeH Keiin NOx IIbIFapblHAbUIaphl 3eIbI0BUY MEXaHU3MI HETi31HJe ecenTel.
Mopgenbi Tekcepy jKaHapMail INBIFBIHBIH, apThIK aya Kod(QUIMEHTIH jkoHe KaObIpFaJarbl JKbLIYJIBIK IIBIFBIHIAPAbI
©3repTy apKbUIbI XKYPri3iani. baranayapl sxeienaery yIliH ecentik rMApoJMHaMHUKa HOTH)KEJIEpl HeTi3iHe KOrKaOaTThI
MIEpLENTPOH TUNITI HEHPOHMIBIK JKEJ OKBITBUIBIN, HETI3ri Kipic mapaMeTpiiepi (kaHapMmal IIBIFBIHBI, apTHIK aya
K03(h(uLKeHTI, TeMrepaTypa, KbICHIM XKSHE CAJIKbIHAATY jkKarnaiiapbl) OoitbiHIa NOy xone CO: HIbIFapbIHABLIAPHIH
OoimKay JKy3ere achIpbUIABL. MoJelb ToyeIIci3 TeCcTiiey JKUBIHBIHIA KOFAPHI AMAiK KepceeTin, NOy yIIiH AeTepMUHAIHS
koappunmenti (R?) 0,998, an CO: ymin 0,956 MoHAepiH KepceTTi. ANBIHFAaH HOTWKEJEP OSKCIEPUMEHTTIK
MOJIIMETTEPMEH, COHIIal-aK METaH >KaHyBIHBIH €Kei-TeTKeili KNHeTHKaNIBIK cysioackiH Mech 3.0 KonpaHaTsIH unean
peaxTopiap JKENiCiHIH MOAETIMEH JXaKChl COHKECTIK KOpCeTTi. ¥CHIHBUIFAH HEHPOHIBIK JKEIi NIBIFapbIHABLIApIBI
Oaranayra apHaJFaH XKbUIAM CyppOTaTTHIK MOJENb PETIHAE KbI3MET €Till, TOMCH dMHCCHAIBI JKaHy KaMepalapbIHbIH
KOHCTPYKIMSUTAPBIH KeJeNl OHTalmaHABIpyFa MYMKIHIOIK Oepermi. Byn Tocinm mudpielx erizmep MeH XaHy HIpOLECiH
Oackapy KyienepiHe THIMAI TYpA€ CHrI3UIyi MYMKIH OHE CYTCK IIEH aMMHaK CHSKTBI OajaMaibl OTBHIH TypJepiHe
Oeifimzerne anansl.

KinT ce3nep: HelpoHIBIK *Keli; )KaHy; ra3TypOHHAIIBIK KO3FAITKBIII; CAHABIK MOJEIBILY .

Yenypuutii A., Axoeuu A.

OnTuMu3anust YMCJIeHHOTO0 MOJAeIHMPOBAHUSI CTOPAHHS MeTaHOJIa B ra3oTypOMHHOM [BHUraTeje ¢ MOMOLILIO
HelPOHHBIX ceTeil.

I'a30BBIe TypOMHBI HIPAIOT BAXKHEHITYIO POJIb B IPOM3BOJCTBE BHICOKOIHEPTETHUECKIX MOIIHOCTEH, OHAKO PACTYILHE
TpeboBaHus K CHIDKeHNIO BEIOpocOB NOx n CO: enaroT TpaJAWIHOHHYI0 KOHCTPYKIIHIO KaMephl CropaHus Bce Oosee
CIIOKHOH M jmoporocrosimield. B manHO# paboTe mpezyaraeTcst HOBask MapagurMa MOJCIHPOBAHMS, KOTOpast COUYETaeT
BBICOKOTOYHYIO BBIYMCIHUTENBHYIO THIPOJMHAMHUKY C OOy4YE€HHEM Ha OCHOBE HEHPOHHBIX CeTeH Ui YCKOPEHHS
MIPOTHO3UPOBaHMs BBIOPOCOB. Mozenb BBIYMCIUTENBHON TMIAPOJMHAMUKK ObUTa pa3paboTaHa C HCIOJIb30BaHUEM
ypaBuenuii HaBbe-Crokca, ycpenHeHHbIX 10 PeliHonbicy, ¢ k—e Mozenbio TypOyJIeHTHOCTH M MOJIXOJOM K (DYHKIHHU
IUIOTHOCTH BEPOSITHOCTU JJIsI HENpPEeIBAPUTEIHHOTO CMEIIMBAaHUS I MOJCTUPOBaHMSA TYypOYJIEHTHOTO CTOpaHHs
MeTtaHa. BriOpocst NOx pacCUMTHIBAIMCh IOCIE MOJCIUPOBAHMSA C HCIOJIB30BAHMEM MeXaHW3Ma 3elbJI0BHYA.
[TpoBepka MojieM BKIJIIOYAIa M3MEHEHHE PacxoJia TOIUIMBA, KO HIeHTa U30bITKa BO3/yXa U TEIJIOBBIX MOTEPh Ha
creHkax. J[is ycKOpeHHs OIeHOK Obula oOydeHa MHOTOCIOMHas NepUeNTpOHHAs HEHpOHHAs CeTh Ha pPe3ynbTaTax
BBIYHMCIIUTENILHON THAPOANHAMUKH Il MporHo3upoBaHusi BbIOpocoB NOy m CO: Ha OCHOBE KIFOUEBBIX BXOJHBIX
JaHHBIX (pacxo] TOIUIMBA, M30BITOK BO3/yXa, TEMIIEpaTypa, JaBICHHE, OXJaxJeHne). Mojenb IMokasana BBICOKYIO
TOYHOCTH ¢ K03 Pummentom nerepmunanuu (R?) 0,998 mis NOx u 0,956 g CO: Ha He3aBUCHMOM TECTOBOM Habope.
PesynbraTel mokazamy Xopollee COOTBETCTBUE KaK SKCHEPUMEHTAJIbHBIM JAaHHBIM, TaK MU MOJEIH CETH HJCAIbHBIX
PEaKTOPOB C HCIIOIB30BaHUEM MOAPOOHOH KHHETHYECKOH cxeMbl cropaHus MeTaHa - Mech 3.0. DTa HeiipoHHas ceTh
CIy’)KHT OBICTPOH CyppOTaTHOW MOJEINBIO Ul OLIEHKH BBHIOPOCOB, MO3BOJISISL OBICTPO ONTHMH3HUPOBATH KOHCTPYKIIMH
KaMmep CropaHusi ¢ HU3KMM YpOBHEM BbIOpocoB. [1oixoa moaxoauT amist HUQpoBbIX ABOHHUKOB M CHUCTEM YIPABICHHS
CrOpaHueM U MOXET OBITh aIalITHUPOBAH K aIbTEPHATUBHBIM BHUAaM TOIUIMBA, TAKMM KaK BOJOPOJ 1 aMMHAK.
KiroueBble cjioBa: HelipOHHAs CETh, CTOPaHKE, Ta30TypOUHHBIN ABUraTelb, YUCICHHOE MOJICITUPOBAHHE.

Ackaposa A.C., bonezenosea C.A., Hyzvimanosa A.O. Maxcumos B.IO., bonezenosa C.A., Ocnanosa III.C.,
Llopmanbaesa K.K., Ayoaxupoe H.Il., Hypmyxanoea A.3.

7Kany nponecrepiHe OTTBIKTAP apKbLIbI OTBIH/BI €HTi3yAiH TYPJi TICiIIepiHin cepiH 3epTTey.

byn »xymbicra IllaxTuHckas >kbuly 31eKTp cTaHuusicbl BK3-75 KazaHABIFBIHBIH JKaHy KaMEpachIHbIH MBbICAJIbIH
naiijajana OTBIPBIN, OTTHIK KYPBUIFbUIAPB! apKbIIbI OTHIHHBIH TYCYiHIH SpTYPIIi oMiCTepiHiH (Typa arbIHAIbI )KOHE YHTaK
KeMip arbIHBIHBIH Oypany OypbIllbl Oap KyHBIHIBI) ocepiH 3eprrey OOWBIHIIA ecenTey TXKIpUOeNepiHiH KaHa
HoTIKenepi OepinreH. XKaHy mponecTepiH caHIBIK MOJIEIIb/ICY HOTHXKECIHIIE KeJeciiep albIHIBI: TOJBIK XKbULIaMJIBIK
BEKTOPBIHBIH TapayJjiapbl, TeMIeparypa epicTepi, KeMipTeri OKcHATepi MeH a30T auokcuai NO; KOHIICHTpaIus
epicTepi aHy KaMepachIHBIH OYKiJT KeieMi OOWBIHIIA >KOHE OJaH INBIFY Ke3iHxe. Aya KOCIAChIH OepyaiH KYHBIHIBI
oftici JKoFaphl KYJIAi KeMipAi jkaFy MpOIeciH OHTaWIaHIBIpyFa MYMKIHIIK OepeTiHi KepceTiiai, OTKeHi Oy xarmaiaa
alaynelH ©3eTiH[e TeMIIepaTypaHBIH >KOFaphlIaybl JKOHE JaHy KaMepachlHaH WIBIFY Ke3iHIe OHBIH TOMeEHeyi
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Oaiikananel, OyJl kKaHy OHIMJEpiHIH maiiia OOJybIHBIH XMMMSUIBIK IpOLECTepiHe aiiTapibkTail ocep ereni. KyibIHbl
OTTBHIK KYPBUIFBUIAPBIH MaijanaHraH ke3ge Kemipreri ToTbliFbl CO yIIiH KaHy KaMepachIHBIH IIBIFBICHIHAAFHI
KOHLICHTPALMSI MOHJEP] TiKesel aFbIHIBI OTTHIKTAPMEH CaJbICTBIpFaHa mamaMmeH 15%, an azor auokcuai NO» yimiH
20% TeMeHaeHl. ATBIHFAH HOTIDKENICp YHTAK KOMIp allayblHBIH JXaHy IPOLECIH OHTAaHIaHIBIPY, COJI apKbLIBI
SHEPreTUKANBIK HBICAHIApABIH THIMIUIIIH apTTHIPy JKOHE KOPIIAFaH OpTaFa 3WSHIBI 3aTTapIblH IIBFApBIHIBIIAPHIH
a3aiiTy OOMBIHIIA YCHIHBICTAP 93ipieyre MYMKIiHIIK Oepei.

KinT ce3nep: xaHy, MOzeNbACY, KbUTY 3JIEKTP CTAHIMACHI, TIKEICH aFbIHIBI XKOHE KYWBIHABI OTTHIKTApP, TEMIIEPATypa,
KOMIpTeTi TOTBIFBI, 30T JUOKCHII.

Ackaposa A.C., bonezenosea C.A., Hyzvimanosa A.O. Maxcumoe B.IO., Bbonezenosa C.A., Ocnanoea ILII.C.,
Hlopmanéaesa K.K., Ayoaxupoe H.Il., Hypmyxanosa A.3.

HccnenoBanne BAUSIHUS Pa3IMYHBIX CIIOCO0OB MO/Ia4M TOIJINBA Yepe3 ropeKd Ha MPOuecchl FOpPeHHusl.

B nanHO# paboTe mpencTaBiIeHbl HOBBIE PE3YJIbTAaThl BHIYMCIUTENIBHBIX SKCIEPHUMEHTOB 110 HCCIIEAOBAHUIO BIMSHUS
Pa3INYHBIX CIIOCOOO0B MOJaYH TOIUIHBA (IIPIMOTOYHOTO M BUXPEBOTO C YTIIOM 3aKPYTKH IBIIIEYTOIBHOTO TIOTOKA) Yepe3
TOpETIOYHBIE YCTPOUCTBA HA IPOLIECCH TOPEHH Ha mpuMepe TormodHol kamepsl kotina BK3-75 Haxtuackoit TOC (r.
MaxtuHCK, KazaxcraH), CKXHTAOMEro BBICOKO3O0NBHBIM KaparaHIWHCKUHA Yroib. B pe3ympTare YHCICHHOTO
MOJIETIMPOBAHMS TPOIECCOB TOPEHHS MOIYyYCHBI PACHpPEACICHHS BEKTOPa IOJHONW CKOPOCTH, TEMIIEpaTypHBIE IO,
TI0JIsI KOHIIGHTPAlMK OKCUAOB yTiieposa M Anokcuaa azora NO; o BceMy 00beMy TOIOYHOW KaMephbl M Ha BBIXOJC M3
Hee. [loka3aHo, 4TO BHXPEBOH CHOCOO IMOJayM BO3AYIIHOM CMECH IO3BOJSIET ONTHMH3HPOBATh MPOLECC CHKUTAHHA
BBICOKO30JIbHOI'O YIJId, TaK KaK B 3TOM CJIy4da€ NPOUCXOAUT MOBLIIICHUC TEMIICPATYPHI B APEC (baKena U CHNKCHHUC €C
Ha BBIXOJEC U3 TOIMOYHOU KaMEphbl, 4YTO OKa3bIBACT CYIICCTBEHHOC BJIMAHUEC HAa XUMHUYCCKHUEC IMPONCCChI O6pa30BaHI/IH
MIPOAYKTOB CropaHus. HpI/I HCIIOJIB30BaHUN BUXPEBBIX IOPCIOYHBIX yCTpOﬁCTB 3HAYCHHA KOHLCHTPAIIMU HAa BbIXOAEC U3
TONOYHOM KaMmepsl Mo okcuay yriepoga CO cHmxaroTcs mpuMepHo Ha 15%, a mo auokcunay asora NO> Ha 20% mo
CPaBHECHHUIO C IPSIMOTOYHBIMH Topenkamu. [loyrydeHHble pe3yJbTaThl MO3BOJISIIOT pa3padoTaTh PEKOMEHIALUH IO
ONTHMHU3AIMK TIpollecca TOPEHUS MBUICYTOJbHOTO (akena, YTO TO3BOJHMT HOBBICUTH J(P(EKTUBHOCTH pPaOOTHI
SHEPreTUIECKHX 0OBEKTOB U COKPATHUTH BEIOPOCHI BPEAHBIX BEIIECTB B OKPY’KAIOIIYIO CPELy.

KaioueBble ciioBa: TOpeHHE, MOACIMPOBAHHUE, TEIUIOBAs JIICKTPOCTAHIMSA, MPSIMOTOYHBIE W BHUXPEBBIE TOPEIKH,
TeMIIepaTypa, OKCHJ yIIIepo/ia, IUOKCH a30Ta.

Haouee P.H., I'apae¢ I H., Pycmamog P.P.

JuddepeHunaiabI-cbIHBIMABLIBIK JATYMTIHIH Pe30HAHCTBIK KUIIKTePiHiH yaKbITKA Toye Il 3epTTey.
Makanaza oyexal MepHUMETpPiHIH KayilCi3JiriH KaMTaMachl3 €Ty aBUAIMSUIBIK KAyilCi3diK CaJaChIHIAFbl aIbIH ATy
LIapajapbIHbIH 0ipi OOJBIN CaHANAThIHBI aTall OTiNeAl, ajl MHHOBAMSJIBIK KYPBUIFBUIAPABI BIHTAIAHIBIPY KaXKETTLNIr
MEPUMETPIIIK KY3€T CUTHAIU3ALMACH XKYieaepiHae KOJIaHbUIATbIH JaTYUKTEP/l KEeTUIIIPY/IiH ©3€KTUIIrH apTThIP/bI.
[TepumeTpitik Ky3eT CUTHAJIM3ALMICH JKYHelnepiHae eH KeHIHEH KOJJIaHbUIATBIH CEHCOP CHIMBIMABUIBIK AAaTUUTI €KeHi
KOpCEeTLNI, OHbl KOpIIaFaH OpTa >KarAaiJapblHBIH e3repicTepiHe OeiiMIeyniH MaHBI3bUIBIFBl aMKbIHAa bl
3eprreyain MakcaTbl — AU QepeHIHANIbI-CEIHBIMABUIBIK IaTINKTEP PETiHAE KOJNAHBUIATHIH, HUQPIBIK JOTHKAIBIK
AJIEMEHTTEP HETi3iHIe KYpBUIFaH €Ki aBTOTCHEpaTop KHINITiHIH KOpIIaFaH OpTa 9CepiHEeH yaKbIT OOWBIHINA e3repy
TOYENAUIriH 3epTrey. [lepuMeTpiik Ky3eT CHUTHANIM3ALUACHL JKYWENepiHae NaiJalaHbUIaThIH IU(GepeHIInaIb-
CBIMBIMIIBUIBIK JATYMKTEP POJIH aTKapaThlH LU(PIBIK JOTHKAIBIK 3JIEMEHTTEpACH KYpalfaH €Ki aBTOreHepaTop
JKULITiIHIH ©3repyiH KoHEe ONapIblH Oip-OipiHEe KATHICTHI YaKBIT OOWBIHINA CHHXPOHIBI KYMBIC iCTEYiH CHIATTAHTHIH
3epTTey HOTIDKENIepl KeNTipiareH. OKCHepHUMEHTTep OapbhIChIHAA SpTYpJi Y3BIHIBIKTAFBl CE3Till 3JEMEHTTEepre
KOCBUIFAaH ABTOTCHEPATOPJIAPAbIH PE30HAHCTHIK JKULTIKTEpl BAapUAIMACHIHBIH MAaTEMAaTHKAJIBIK KyTUIIMi MEH
JIMCTIEPCHSCHI  €CENTEN/ll JKOHE AaBTOTEHEPAaTOp JKUUIIKTEPIHIH ©3apa JKOFapbl JIeHI'eHIe CHHXPOHJbI ©3repeTiHi
aHbIKTaNbl. HoTwkeciHze, 3epTXaHaNbIK IKarjaijgapia Y3bIHABIFBI €Ki MeTp OOJaThIH Ce3rill 3JIeMEeHTTepMEH
KaOJIBIKTAJIFAH aBTOI€HEPAaTOpJap/IblH PE30HAHCTHIK JKUUTIKTEPIHIH YaKbITTHIK Apel(iH ecKepe OTBIPHII, OJIIECHETIH
mapaMeTpiIepaiH IUCKPETTUIIN JKaKbIHIAN KeJie JKaTKaH OOBEKTIHIH CaJMaFblH aHBIKTaAyFa MYMKIHIIK OepeTiHi
9KCIIEPUMEHTTIK Typle nonenaeHni. CoHbIMEH Karap, OapliblK jKarjaiiapla €Ki aBTOTeHEPaTOP.bH PE30HAHCTBIK
KULTIKTEP1 YaKbIT OOWBIHIIIA a3JjaFaH KiipiciieH, Oipak exi OaFpITTa Ja MIaMaMeH OipJiei e3repeTiHi aHbIKTaIIbI.

KinT ce3nepi: aBHanusibIK Kayinci3uik, oyexaid, HepuMeTp, Ky3eT-ecKepTy XKyieci, muddepeHnnanabl-ColibIMIBITBIK
JIaTYNK, PE3OHAHCTHIK XHLTIK, CE3TIMI 2JIEMEHT, TUCTICPCHSL.

Haoéuee P.H., I'apaee¢ I H., Pycmamog P.P.

HcciienoBanue 3aBHCUMOCTEH Pe30HAHCHBIX YacTOT Ju((PepeHInaIbHO-eMKOCTHOTO JaTYUKA OT BpEMEHH.

B crathe oTMevaeTcs, uTo odecreueHne 0e30MacHOCTH MEPUMETPA a3POIOPTa CUUTACTCS OAHOM M3 MPEBCHTUBHBIX MEP
B 00JacTH aBHAIIMOHHOW 0€30TMacCHOCTH, W HEOOXOANMOCTh CTHMYJIMPOBAHWS WHHOBAIMOHHBIX YCTPOWCTB MpHBEIa K
HeO6XO}ll/IMOCTH COBepHIeHCTBOBaHI/ISI HUCIIOJIB30BAHUA OATYUMKOB B CHUCTEMAX OXpaHHOﬁ CHUTHaJIN3allun nepnMeTpa.
HO)I‘-IepKI/IBaCTCH, qTo Han6onee HII/IpOKO HCHOHBByeMblM JAaTYUKOM B CHUCTEMAX OXpaHHOﬁ CUTHAJIU3alnuu HCpI/IMCTpa
SABJISACTCS éMKOCTHBIﬁ JAaT4YHUK, U IIOKa3aHa BAXXHOCTH aJallTallu K USMCHCHUAM Opr)KaIOH.Ieﬁ cpem)l. HGHBIO ABJIACTCA
HCCIICIOBAaHNE 3aBUCUMOCTH HM3MEHCHHS YaCTOTHI JBYX aBTOTEHEPATOPOB, MOCTPOCHHBIX HA IH(POBBIX JIOTUYECKHUX
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2JIEMEHTAX, UCTIOIb3YEMBIX B KauecTBe TuddepeHnansHo-EMKOCTHBIX IaTYNKOB, OT OKpYysKatolei cpezapl. [IpuBeneno
ONMCAaHUE PE3YJbTATOB HCCIENOBAaHMHA W3MEHEHMs YacTOTHI JIBYX aBTOI'€HEPATOpPOB, MOCTPOCHHBIX Ha HHU(POBBIX
JIOTHYECKUX JJIEMEHTaX, UCIIOJIb3yeMbIX B KadecTBe AuddepeHInansHO-EMKOCTHBIX JaTYMKOB B CUCTEMax OXPaHHOU
CUTHAIM3aLUH IEPUMETPa, a TAKXKE UX CUHXPOHHOHN pabOThl OTHOCUTENIBHO 3aBUCUMOCTH JPYT OT Apyra oT BpeMeHu. B
XO0JIe SKCIIEPUMEHTOB PaCCUUTaHbl MATEMAaTUYECKOE OXKHUJaHUE U AUCIEPCUs 3HAUCHHUI BapHalluu Pe30HAHCHBIX YacTOT
aBTOTCHEPATOPOB, IMOJKIIOYCHHBIX K YyBCTBHUTEIBHBIM 3JEMEHTaM pPa3HOW IJIMHBL, M YCTAHOBJICHO, YTO YacTOTHI
aBTOTCHEPATOPOB MU3MEHSIIICH 00JIee CHHXPOHHO APYT € APYTOM. B pe3ynpTrare SKCIIepUMEHTaIbHO YCTaHOBIIEHO, YTO C
Y4eTOM BPEMEHHOTO Apeiia pe3oHaHCHON YacTOTHI aBTOI€HEPATOPOB C UyBCTBUTEJIBHBIMH JIEMEHTAMH JUIMHOH [1Ba
MeTpa B Ja0OpaTOPHBIX YCIOBHSX IUCKPETHOCTh H3MEPSIEMBIX [ApaMETPOB TIO3BOJSIET OMPENCIUTH BEC
MPUOIMKAIOMIErocst 00BEKTa, MPUIEM BO BCEX CIydasX PE30HAHCHBIC YaCTOTHI 0OOMX aBTOT€HEPATOPOB M3MEHSIOTCS
MIPUMEPHO OJIMHAKOBO B 00OMX HAaIlpaBJICHHUAX C HEOOJIBIIOW pa3HHLIEH BO BpEMEHH.

KnaioueBble ci1oBa: aBnanmoHHass 0€30MacHOCTb, a’3pONOPT, IMEPUMETP, OXPAaHHO-TIPEIYNpPEAUTETIbHAS CUCTEMA,
i epeHnnanTbHO-eMKOCTHBIH JaTYUK, PE30HAHCHAS YacTOTa, YyBCTBUTENBHBIN SJIEMEHT, AUCTIEPCHSL.

bakmuioekos K. C., Auwypos A. E., Heanoe A. B., Kenzenoaee A. /K., Kananosa A. C., Caitnaybaiiynu C.
Barnapaamajibl-aHbBIKTAIATHIH panuokyiieaep Herizaeri  COYTHHKTIK  CTaHIUSA AHTEeHHACBHIHBIH
CHMATTAMAJAPBIH MOJEJbEY HKIHe OJIIIey.

By 3eprrey S nmuama3oHBIHIAFEI TOMEH Kep OpOWTACHIHAAFBI CIIyTHHKTEPMCEH OaillaHBICYFa apHaJFaH mapaboJarbiK
CIIYTHUKTIK aHTCHHAHBIH CHIATTAMallapblH 3epTTeHIl. S Iuama3oHBIH TaHmay X AWAama3oHBIMEH CAJNBICTHIpFaHIa
pagnoapHAaHBIH aWTapiBIKTa a3 KyaT TYTBIHYybIHa OaimaHbeicTel. S gmama3onel (2-4 ITm) aya-pailbIHBIH
KoMaichI3apiFbiHa X quanazonbiHa (8-12 ') kaparanaa a3 cesimran. by ¢akropnap XKep/i KaoibIKTBIKTaH 30HATAY
JepeKTepiH Oepy Ke3iHIe HAHOCIYTHUKTED VIIIH ©Te MaHbBI3Jbl. S-JAHana30HbIHIAFbl Oy-O0OJIHMKaIbIK aHTCHHAHBIH
OarbITTBUIBIK JHMarpaMMachlH eJIIIeyre epeKile Ha3ap aylnapbulafbl. by ejmiemaep aHTEHHAHBIH OU3aliHBI MEH
mapaMeTpiepiH OHTAWIAHIBIPY YINIH MaHBI3JBI JCPEKTEPAl YCBHIHAABI, OChUTAilIa OaiaHBIC >KYHECIHIH IKaJIibl
TUIMIUIITIH apTThipazbl. ChIHAKTAp KYIIEHTY OarbITHIHBIH UMUTAIMSJIAHFAH JKOHE SKCHEPHUMEHTTIK JuarpamMMaiapblH,
COH/IallaKk DJKBHBAJICHTTI H3OTPONTHIK COYJIEJICHY KyaTbl, KIpIC TOTBIHBIH TBIFBI3/BIFB JKOHE KYLICHTYAIH Iy
TEMIIepaTypachlHa KaThIHACHI CHSKTBI HETI3ri aHTeHHa Mapamerpiepl eJjmIeHAl. OJIIeHreH JKOHE eCeNTeNreH
HOTIDKEJICPIi, COHBIH IITiH/IE OIIIeY AJIITI MEH KAaTeIIKTePAl CATBICTHIPY )KaKChl COMKECTIKTI KOPCETT.

Kiar ce3nepi: 6arpIT tnarpaMMacsl, mapaboJanblK aHTCHHA, S JHAIa30Hbl, Kep CTAHIMACKHI, KipiCTi oIIIey, MOJICIbACY .

baxmuioexoe K.C., Auiypoe A.3., Heanoe A.B., Kenveenoaes A.7K., ZKananoesa A.C., Caitnayoaiiynor C.
MoaenupoBaHue W H3MepeHHe XapPaKTePUCTHK AHTEHHbI CIIYTHUKOBOH CTAaHIMHM HA OCHOBE NMPOrpaMMHO -
onpenensieMoil pagHoOCHCTEMBI.

B nmaHHOM HCCIEOBAaHMM H3Y4aroTCAd XapaKTepUCTHKH MapaboIMdYecKod CITyTHHKOBOHM aHTEHHBI, NpeaHa3HAYCHHOM
JUISL CBSI3M CO CIyTHMKAMHM Ha HH3KOW OKOJIO3eMHOW opOuTe B S-amanazoHe. Buibop S-mmanazona oOycioBieH
3HAYUTEIHHO MEHBIIMM SHEpronoTpedsieHHeM pajuoKaHajla 10 CPaBHEHHIO ¢ X-AHana3oHoM. S-nuamnaszoH (2-4 I'Tir)
MeHee YyBCTBHUTEJIEH K HeOJIaronpHATHBIM MOTOAHBIM YCIOBHAM, yeM X-auama3oH (8-12 I'T'm). Otu GakTopsl UMEIOT
pemaroriee 3HaueHHE U1 HAHOCIYTHMKOB IIPH Ieperade JaHHBIX JUCTAHIMOHHOTO 30HAupoBaHMsA 3emin. Ocoboe
BHUMaHHE YJENSEeTCS M3MEPEHHsM IHarpaMMbl HAIllPaBIEHHOCTH I1apadOoJIMUYecKON aHTeHHBI B S-AnarnazoHe. OTH
W3MEPEHNUS MPEAOCTABISIOT Ba)XKHBIC NaHHBIC IS ONTHMHU3AIMHA KOHCTPYKIMU M TapaMEeTpPOB aHTEHHBI, TEM CaMbIM
NOBBIIIAs 00IYI0 3 PEKTUBHOCTD CUCTEMBI CBSI3H. B X01€ McIbITaHnit ObIIM MOTy4eHbI KaK CMOJCINPOBAHHbIE, TaK U
9KCTIEPUMEHTAIIbHbBIE AMarpaMMbl HAIPaBICHHOCTH YCWICHHS, a TaKKe KIFOUEBBIC MapaMeTpbl aHTEHHBI, TAKHE Kak
SKBUBAJICHTHAs! N30TOIHO M3JIydaeMasi MOIHOCTb, INIOTHOCTh BXOJHOTO IIOTOKA MOIIHOCTH M OTHOILIEHUE YCHICHUS K
myMoBOH Temrieparype. CpaBHEHHE H3MEPEHHBIX M pAacueTHBIX pe3yJbTaTOB, BKJIIOYAas TOYHOCTb HM3MEPEHHH H
MOTPEIIHOCTH, TI0KA3aJI0 XOPOIIee COOTBETCTBHE.

KaioueBble cioBa: jauarpaMma HanpaBiI€HHOCTH, napabojiMyeckas aHTeHHA, S-AMana3oH, Ha3eMHas CTaHIMs,
HM3MEpEeHUe YCUICHHS, MOJCTUPOBAHNE.

Camuwuioanoun A.7K., llaiimepoenosa K.M., Kanovioaee b.b, baxkubaes A.A., Anrnvicosa I'.K., Ceiimocan P., Tanax
C.

/Korappl BOIBTTBI KBICKA HMMIYJBLCTI JIEKTPIrHAPABIHKAIBIK Pa3psl KyHeciHiH XKoHe HAHOKOMIIO3HMTTIK
KATAJM3aTOPABIH MYHAH HIJIaMAapbIHA eCTPYKLMS dCepiH 3epTTey.

By makanama MyHall NUIaMbIH JKOFapbl BOJBTTH KBICKAMMITYJBCTI JCKTPTHAPABIMKAIBIK pa3psja 9IICIMEH eHIACY
OOMBIHINIA JKYPTi3UITCH 3epTTEy HOTIDKENIepi YCHIHBUFAH. Paspsii KepHeyi, KOHICHcaTopyap OaTapesChIHBIH
CHIMBIMIIBUTBIFEL, OHJICY YaKBITHI, 3JICKTPOATAP apa-KAIIBIKTHIFBI KOHE KaTaTU3aTOp KOHIECHTPALUSCHl CHUSKTHI HETi3ri
napaMmeTpiepAid KeHUI JKOHEe opTa MyHal (pakIUsUIapbIHBIH IIBIFBIMBIHA OCEPi TaNJAHABI. ODKCIEPUMEHTTIK
3epTTeynep (paknuAIapAblH MaKCHManAsl MIBIFBIMBIHA (36,4 %-Fa neiiH) KON JKeTKi3y YIIIH OHTAMIbl mapTTap
peTiHae eHAey Y3aKTBIFBIHBIH 6 MUHYTTBI, DJEKTPOATAp apa-KallbIKTHIFBIHBIH 10 MM-Ii, KOHAEHcaTopiap
OatapesiChIHbIH CHIMBIMABUIBIFBIHBIH 0,125 MK®D-ThI jKoHE HAHOKOMITO3UTTI KAaTalWu3aTOp KOHIEHTPANHACHIHBIH 1 %
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Ooslybl KakeT eKeHiH Kepcerti. KaranmzaTtopabl KojJaHy >KOFapbl MOJIEKYJAIBIK KOCBUIBICTAPJBIH AECTPYKLUSICHIH
KYIIEHTETiHI, al 3NIeKTPGHU3UKAIBIK TapaMeTpiIepii OHTalIaHABIPY MPOLECTIH SHEPTUSIBIK THIMAIITIH apTThIPaThIHBI
aHBIKTAJObl. AJIBIHFAH HOTIDKENIep MyHail KalIBIKTapblH KOJere jkapaTyFa apHalFaH »JHEprHsi YHEeMACHTiH
TEXHOJIOTHSUIAPIBI 93ipIiey OapBICHIHAA A JaIaHBUTYBl MYMKIH.

Kint ce3aepi: MyHail mutamMzapbl, HAHOKAaTaJIM3aTOP, >KOFAphl BOJBTTHI KBICKA HMITYJBCTI 3JIEKTPrHAPABIMKAIIBIK
pas3psiz, JKSHIJ )KoHe opTa (QpakIusiap.

Camoibanoun A.JK., Hlaiimepoenosa K.M., ’Kanowvioaes b.b., bakubaes A.A., Annvicosa I K., Ceiimascan P., Tanax
C.

HccnenoBanue BJMSIHUSI BBICOKOBOJIBTHOW KOPOTKO-UMIYJIbCHON 3JIEKTPOrWAPABIUYECKOl  pa3psiIHOi
CHUCTEMbI 1 HAHOKOMIIO3UTHOT0 KATAJIU3aTOPA HA JIeCTPYKIHUIO HeTeIaMOB.

B nmaHHOW cTaThe MPENCTABIICHBI PE3yJbTATHI MCCICIOBAHUS MepepaboTku HedTelIaMa METOJIOM BBICOKOBOJIBTHOTO
KOPOTKO-UMITYJIBCHOTO  3JIEKTPOTHAPABIMUECKOTO paspsaa. llpoaHalu3upoBaHO BIMSHHUE TaKUX  KIIIOUEBBIX
mapaMeTpoB, Kak HampsDKeHHE pas3psna, EMKOCTh OaTrapen KOHIEHCATOPOB, BpeMs OOpPaOOTKH, MEXKIIEKTPOIHOE
paccTosiHAe ¥ KOHIICHTPALUS KaTaJlu3aTopa, Ha BBIXOJ JETKUX U CPEAHUX HEPTSIHBIX (pakuuii. DKCIepHMEHTAIbHBIE
HCCIICAOBAHMS TMOKA3alH, YTO ONTHMAJIBHBIMH YCIOBHAMHU U IOCTIDKEHHS MaKCHMAIBHOTO BBIXOAa (pakmmid (1o
36,4%) ABIAIOTCSA NPOJOIDKUTEIBLHOCTE 00pabOTKN 6 MHUHYT, MEX3IeKTpogHoe pacctostaue 10 MM, EMKOCTh OaTapen
koHgeHcatopoB 0,125 Mk® M KOHUEHTpalus HAHOKOMIIO3UTHOIO Katanu3aTopa 1%. YCTaHOBJIEHO, YTO NMPUMEHEHUE
KaTaim3aTopa CHocoOCTBYeT HHTCHCH()HUKAIMN JECTPYKIUH BBHICOKOMOJCKYISIPHBIX COCTUHCHHUH, a ONTHMH3AIUSL
3MEeKTPOGU3NICCKUX MMAPAMETPOB MOBBIIIAECT HEPrEeTHUCCKYI0 3(G(GEKTHBHOCTD mmporecca. [lonydeHHbIe pe3yIbTaThl
MOTYT OBITh UCIIOJIB30BaHbI IIPU pa3paboTKe YHEPro3(PHEeKTUBHBIX TEXHOIOTHH yTHIH3ANUN HEPTAHBIX OTXO/IOB.
KaioueBble ciioBa: HedTeniaM, HAHOKATAIN3aTOP, BEICOKOBOJIBTHBIN KOPOTKOUMITYJILCHBIH AJIEKTPOTHAPABIUYECKUI
paspsin, n€rkue u cpeaHue GpakKiuu.

Inyang E.P., Okoi P.O., Nwachukwu I.M.

KBanTtThIK xkYiienepaeri lllenHon, @uumep :koHe PeHbM 3HTpONMAIAPBIH KIHE OCHUIATOP KYLUTEPiH 3epTrey.
By 3eprreyne paxuanablk CKaISpIIBIK JOPEKeiK NOTCHIMAIB! KOJAaHy XKarIaiblHaa OipesmeM i koHe YIIeIIeMai
xytenepaeri @umep men llleHHOH SHTpommsIapel KapacTelpeuianel. Hukupopos—YBapoB omici ['pur—Onapuy
KYBIKTAYBIMEH YHIECTIpiNe OTBHIPHIN, SHEPTUSHBIH MEHIIIKTI MOHAEPI MEH HOPMalaHFaH TOJKBIHABIK (YHKIHSAIAP
ansiHAbl. Hotmokenep IlleHHOH skoHe Puinep 3HTpONMSIIApHl KBAHTTBHIK AKMApPATTBIH Iprefli TEHCI3MIKTEpiH, COHBIH
itminae bsnpiHunkuii-bupyne-Munensckuii xoHe Cram-Kpamep-Pao miekrepin opTypii KEHICTIKTIK eIeMaepae
KaHaraTTaH/bIPAThIHBIH KepceTeli. PeHbH SHTPOMNHUSCHI 1a KOOPAWHATTAP KEHICTIrHIE 1€, UMITYJIbCTEp KeHICTITIHIE Je
TaJJaHbIN, OHBIH JKpaHIay MapaMeTpiHe TOYCHAUIIrT aHBIKTAIIBI opi ©3apa OaillaHBICKAH aiiMakTap apachIHIAFbI
eJILIeY ANIIIKTEPiHIH ©3apa TONBIKTHIPBUTYBI allKbIHAANBL. JKeKellereH xaraainapaa paauaiblK CKaspIIbl J9PEKeEIIK
norenuyan Kpauep noreniuansina kenripineai, oyn merunuaua (CH) sxone azor (N2) MoJsieKynanapbl yiIiH SHeprus
CHEKTpJIepiH ecenTeyre MYMKIHIIK Oepeni. DHeprusHblH OYPBIITHIK MOMEHTTIH apTybIMEH ©cCyl MOJIEKYJIajbIK
TYPaKTBUIBIK IIE€H CIEKTPOCKONMSUIBIK aybICyJapra ocep eTelli, all eCeNTelNreH OCHWUIATOP KymTepi OYpBIHFBI
HOTIKEJIEPMEH KAKChl COWKECTIK kepcerei. byl painaniblK CKISPIBIK JOpEKEIiK MOTEHIMAI MOAETIHIH KBaHTTBIK
aKmapar TEOpPHSACHIH/IA JIa, MOJIEKYJIAJIBIK CIIEKTPOCKOIHSAA 1A KOJIIAHBUTYFa >KapaM IbUIBIFbIH PacTalbl.

Kiar ce3mepi: pénuarep TeHmeyi, ocmwuiaTop Kymni, Hukxudopos-YBapoB omici, eKiaTOMIsl MoOJIEKyJaiap,
SHTPONHUSUIBIK AHBIKTAJIMAFaH/IbIK.

Inyang E.P., Okoi P.O., Nwachukwu I.M.

Hccaenosanue 3utponuii lllennona, @umepa u PeHbN 1 cHJ1 0CHMJLIATOPOB B KBAHTOBBIX CHCTEMax.

B nanHOM mccnenoBaHuM K3ydarorcs sHTponuu Pumrepa u llleHHOHa B OJHOMEPHBIX M TPEXMEPHBIX CHCTEMax NpHU
HCTIONB30BaHUH PAAMAIBHOTO CKAIIPHOTO CTeNeHHOoro noreHnuana. C momompio merona Hukmdopora-YBaposa B
coueTaHuu ¢ npubmmwkenueM I'puna-Onapuda OBLIM MONTyYeHB! COOCTBEHHBIC 3HAUCHHS YHEPTUH M HOPMHPOBAHHBIE
BOJMHOBbIE (yHKumH. Pesynbrarel mnokaseiBaloT, uro OdHTpornuu lllenHona wu @umiepa  yAOBIETBOPSIOT
(yHIaMeHTAIIFHBIM HEPAaBEHCTBAM KBAHTOBOW MH(OpPMAIIMH, BKITFOYAs TPaHUIB! bsuerHAIIKOTO-BHpymel-Mumenbsckoro
n Crama-Kpamep-Pao, B pa3smW4yHBIX TPOCTPAHCTBEHHBIX HW3MEPEHUsAX. OHTpormms PeHbnm Takke Oblia
IIPOaHATU3UPOBAHA KaK B IPOCTPAHCTBE MOJOXKEHUM, TaK U B IPOCTPAHCTBE HMITYJIbCOB, BBIIBUB €€ 3aBUCUMOCTb OT
napaMeTpa SKpPaHHUPOBaHHUS U IMOJYEPKHYB B3aUMOJOMOJHSAEMOCTb TOYHOCTH HM3MEPEHHH MEXAy CONpPsLKEHHBIMU
oOmactssmMu. B wacTHBIX citydasix paguanbHBIN CKaJSIPHBIM CTENEHHOI IMOTEHIMal CBOAWTCS K noreHuuany Kpauepa,
YTO TO3BOJISIET BBIYMCIATH HHEPTreTHYECKHE CIHEKTphl g Mmojekyn metwmnamHa (CH) m asora (N2). DHeprus
BO3pACTaeT C YIJIOBEIM MOMEHTOM, BIHUSS Ha MOJEKYISIPHYIO CTaOMIBHOCTh W CHEKTPOCKOMHYECKHE HEePEXObl, B TO
BpeMsI KaK pPacCUMTaHHBIC CHJIBI OCIMJUIATOPOB COTJIACYIOTCSI € MPENBIIYNIMMH Pe3yJbTaTaMH, YTO MOATBEPIKIACT
MIPUMEHNUMOCTh MOJICIH PaIHaIFHOTO CKASIPHOTO NOTEHIIMAIa MOITHOCTH, KaK B KBAHTOBOI Teopuy HH(OPMAIH, TaK
1 B MOJIEKYJIIPHO CITEKTPOCKOITHH.

Knrouesvie cnoea: ypasuenne IIpénuurepa, cuia ocmwuistopa, Mmeroa Hukudoposa-YBapoBa; JAByaTOMHBIE
MOJIEKYJIBI; PHTPONHUIHAS HEONPEAETIEHHOCTD.
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Kanaoaes 3.7K., Hnmanoaesa A.K., Axnunzoea A.7K., Amuumos E.K.

FS CMa TunTi :KyJIABI3IAPAbIH CHTHAJBIHAAFBI (PIYKTYAIUSIBIK-THCCHNIAINSIIBIK KATHIHACHI

Koc xyinei3 (hM3MKACBIHBIH MAaHBI3ABUIBIFBIHA OAaMIaHBICTEI OYJ1 OOBEKTUICpPl 3epPTTEYIiH *aHa TECOPHUSIIAPHl MEH
o/icTepi YHEMI NaMBITBUIBII OThIpaAbl. OChI )KYMBICTa (PIIYyKTYAIMSITBIK-TACCUIIAIMSIIBIK TCOPEMaHbl KOJIIaHy apKbUIbI
aNIBIHFaH YKaHa HOTIXKeJep YChIHbUIFaH. Teopemara coiikec, skyieneri GpuykTyausiaap TepMHUSIIbIK TeHe-TeH K TypiHae
JMCCHUMAIMSHBI TYbIpajbl. DIyKTyanusiapAblH CIEKTPIIK KOPPEIAUUIbIK (QyHKUUSICH (HOTOHAAPBIH AUCCHUIIALINS
MenmiepiMeH OaitmaHbICTEL. Bysr 3epTreyme Koc KYIABI3AAPABIH 3BONIONMSIBIK caTeickl FS CMa tunri Kypaemi
KYJIIBI3ABIK XKyienepaeri Auccunanus MeH (QIyKTyalus apachlHAarbl OaliIaHbICThI TalIay apKbUIbl aHBIKTAA b

Kiar ce3aep: daykryannsubIk-auccunasuislk tainnay, FS CMa Tunti xyinsiaap, Koc KyJIAb3Aap, GOTOHIapABIH
JIACCHIIALIASICEL.

Kanaoaes 3.7K., Hnanoaesa A.K., Axnunzoea A.72K., Amuumos E.K.

DIyKTyalluOHHO-IMCCUNIALIMOHHOE COOTHOLIeHHs curHaJja 3B€31 Tuna FS CMa.

B cBiA3u ¢ BaXHOCTHIO (DM3HMKHM JBOMHBIX 3BE37 IIOCTOSHHO pa3pabaThIBAIOTCS HOBBIC TEOPUU W TMOIXOIBI K
HCCIICIOBAHMIO 3TOr0 00BheKTa. B 3T0i#l paboTe mpecTaBiICHbl HOBBIC PE3yJIbTaThl HCIOIb30BAHUEM (DIYKTYaIlMOHHO-
IUCCUNIAIIMOHHOM TeopeMbl. CormacHo TeopeMe (IyKTyalldnd B CHCTEME CO3JAlOT JWCCHUITALUI0 B BHIE TEIUIOBOTO
paBHOBecus. CriekTpanbHas QyHKIHS KOPPEIAHiA (IIyKTyaluil CBI3aHO ¢ KOJMIECTBOM AUCCUMIANNHU (oTOHOB. B 3T0i
paboTe yCTaHOBJICHBI CTETICHD YBOJIIOIIH JBOWHBIX 3BE3[ ITyTEM aHaJIHM3a CBSI3M MEXIy MUCCHIAIMel 1 QiyKTyanuei B
cinoHBIX 3Be31 Tuna FS CMa.

KuitoueBblie ciioBa: OiyKTyallMOHHO-JUCCUIALIMOHHBINA aHanu3, 3BE31bl THNA FS CMa, aBoliHbIe 3BE3/bI, AUCCUITALIUS
($oTOHOB.

Tpyouuyvin A.A., I'paues E.I1O., Kouepeun 3.I., Cepesrcun A.A.

KaToaThIK JIMH3aHBIH KOJJIMMATOPJIBIK KIHE TeJIeCKONMUSIIBIK pPesKuMaepi

OMHCCHSIIBIK  OKYHenepaiH —(dJEKTPOHIBIK MHKPOCKONTap, MHUKPOTOFBICTBI PEHTI€H TYTIKTEepi JkoHe T.0.)
CUIaTTaMalapblH jKaKcapTyIbIH Oip JKOJIbI - KATOATHIK JIMH3aHBIH a0eppalysuiapbiH azaiity 6oJbin taObiiansl. MyHaai
TOMEHJIETY TEK OJApJIbIH AJICKTPOHIBI-ONITHKAJBIK CYJI0anapblH TEPEH TEOPHAIBIK Tajllay HETi3iHAe FaHa MYMKiH. by
3epTTey a’ACHIHAA MApaKCHAIIBIK JKYBIKTay[a SJEKTPOATAPBIHBIH KOH(PHUIYPAIMACHL iC JKY3iHAE €pKiH OONaThIH
KaTOATHIK JTMH3aHBI MOJIENIBCY KYPAIIAPhIH 931pJIeyTe TAIBIHBIC JKacal bl )KOHE KOJUIMMATOPIIBIK, 3Pi TENECKOMMSIIBIK
PeKUMIEpAl ICKe achlpy IIapTTapbl aHBIKTANABl. JIMH3aHBIH aTanfaH JKYMBIC PEXHMAEPIH KaMTaMachl3 ETETiH
napaMeTpiepaiH e3apa OaitmaHbicel 3eprrenii. HoTwkeciHe KaTOATHIK JMH3aHBIH HAaKTHl (WIcaJaHIbIphIIIMAaFaH)
KOHCTPYKIMSCHl YLIIH KOJUIMMATOPJIBIK JKOHE TEJNECKONMHMSIBIK PEeXUMAEPIl CeHIMAI TypAe KaMTaMachl3 eTeTiH
ANIEKTPOHABI-ONTHKAJIBIK CYJI0aIap 3ipaeHl.

KinT ce3nep: 271eKTPOHABIK ONITHKA, JJIEKTPCTATUKANBIK JMH32, TAPAKCHAIIBIK ONTHKA, TOTEHIUAI/IBIH Tapalybl.

Tpyouuvin A.A., I'paues E.IO., Kouepeun J.I., Cepesrcun A.A.

KonmMaTopHBbIii M TeleCKOMUYEeCKHil pesKMMbI KATOHOM JHH3BI.

OnuH u3 crioco0OB yITyUIICHHS! XapaKTEPUCTUK SMUCCHOHHBIX CHCTEM (3JIEKTPOHHBIX MHKPOCKOIIOB, MUKPO(OKYCHBIX
PEHTIEHOBCKUX TPYOOK M JIp.) 3aKJIOYaeTcsl B CHW)KEHHM abeppanuii KaToxHOH JIMH3bI. Takoe CHIKEHHE BO3MOXHO
JMIIb Ha OCHOBE IIyOOKOTO TEOPETHYECKOrO aHajIM3a MX HJICKTPOHHO-ONTHYECKMX CXeM. B pamkax HacTosIux
UCCIIEJOBAaHUH cCJieNlaHa TIOMbITKa pa3pabOTKM CPEJICTB MOJEIMPOBAHMSA KATOAHOW JIMH3BI C IPAKTHYECKH
MIPOM3BOJILHOIM KOH(HTyparyeil 371eKTpoIOoB B MapaKCHAIBHOM NPHOJIVKEHUH, ONPENEeNICHbl YCIOBUS peai3alliy
KOJUIMMATOPHOTO ¥ TEJIECKONNYECKOT0 PEeKMMOB. M3ydeHa B3aMMOCBS3b MapaMeTpOB, 0OECIEUHNBAIOIINX YKa3aHHBIC
peKUMBbI paboThl JHMH3BL. Pa3paboTaHbl 3JIEKTPOHHO-ONTHYECKUE CXEMbl, TapaHTHPYIOUIME KOJUIMMATOPHBIA U
TENEeCKOIMYECKUH PeKUMBI KaTOAHOM JIMH3HI pealbHON (HeUACaTn3HPOBAHHON) KOHCTPYKITUH.

KiroueBble ci10Ba: 3JEKTPOHHAsE ONTHKA, 3JEKTpOCTaTHYEeCKas JIMH3a, IapakCHalbHas OMNTHKA, paclpeieleHue
MOTEHIHANA.

Kynyckanoe A.A., Cakan A.b., Axmemani A.b., 3atiovin M., Ycinoe H.M.

I'amma-coyestik :KapKbIJIAAPAbIH KaPKbIPAy KUCHIFBIH 00/LKaM/IbI MOJeIbAEP apPKBLIbI KaiiTa Kypy
INamma-coynenepaiH KapbUIbICTaphl FalaMIarbl €H XKIrepii oHe KypJelni KyObUIBICTapIbIH KeiOipiH Oinmipeni, onap
KMl OakplUIaynapipl KaMTHUTBIH JKOFapbl AHHBIMAJIBI KApPKbIpay KHUCHIKTAPBIMEH CHIIaTTanajgsl. bynm skapkeipay
KHCBIKTapblH KAJIbIHA KENTIPY OCBHIHJAW OKHUFajaplblH KO3FAayIIbl KYII OOJIBIN TAaOBUIATBIH (PU3MKANBIK ITPOLECTEP
TypaJibl TEpEHIpeK TYCIHIK ally YIIiH eTe MaHbI3bl. byl 3epTTey peHTreH ik nepexrepae OaiikanaTeiH ycTipT (a3ackiHa
apHaifpl Ha3ap ayJgapa OTBIPBIN, raMMa-CoyJeNiK KapbUIBICTAPABIH KAapKbIpay KHUCHIKTAPBHIH KANIBIHA KENTIpYy YIIiH
MaIlTHHAJIBIK, OKBITYFa HETi37ENTeH KYPBUIBIMIBI YChIHAIBL Tanmaay MOAENbACYIiH YII JOWEKTI TOCUTIHIH OHIMIIITiH
CaJIBICTBIPAJIbl: €Ki OAFbITThl KaiTallaHATBIH HEWPOHJIBIK JKelll, KaKNaibl KaiiTalaHAaThlH apXMTEKTypa JKOHE YaKbITIIA
JIEPEeKTepre apHaFaH KOHBOJIOMMUSIIBIK MOJeNb. OChl 3epTTEYAIH HOTHKeNepi eKi OarbITThl KaKMalbl KaWTalaHAThIH
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OipJIiKk MO/IeNi raMMa-CayJielIepAiH JKapblIybIHBIH OapIiblK TYpJiepi OolbIHIIA OaFaaHFaH MOAENBAEP apachklHia opTalia
aOCOJIOTTI KaTeNiKIIeH, opTalia TyOipJlik KBajpaT KaTUIEKIICH KoHEe aHbIKTay KOd(QUIIMEHTIMEH OJIIIEHETIH eH KaKChl
O0mKaMIBI OOJAIKTI KepceTKeHiH kepceTeni. Exi OarbITTHI KaKmaibl KaWTalaHATHIH KOHABIPFHI YCTIPTTiIH OipTiHIEn
¢dazamapelH fma, KypT OTIeNi epeKIIeTKTepiH Je, COHBIH INIiHIe anayiap MeH Y3UTicTepAi, ocipece XKapblK
KHUCBIKTapPBIHBIH KYPACTI CIICHAPHIJIEpiH MOAETbACY/ 1€ KeHSUTINTeH MYMKIHIIKTep i KOPCeTTi.

KinT ce3nep: raMMa-coyesik xKapbUIbIC, TEPEH OKbITY, HEHPOHIBIK XKEJNLIep, XKaPKbIPay KUCHIFEL.

Kynyckanoe A.A., Cakan A.b., Axmemanu A.b., 3aitooin M., Ycunoe H.M.

PexoHcTpyKIHsI KpHBO# 6JiecKa raMMa-BCIIJIECKOB ¢ MOMOIIBIO MPOTHO3UPYIOIIMX Mo/eJIei.

'amMa-BCIIECKM TPEICTABISIIOT COOOM OAHO M3 CaMbIX SHEPTUYHBIX M CIIOXKHBIX SBJIEHUH Bo BceneHHoH,
XapaKTepu3yIolIeecs: CHIIbHO U3MEHSIOIMMUCS KPUBBIMH OJiecKa, KOTOPBIE YacTO COAEpIKaT MpoOelbl B HAOIIOACHUSIX.
PexoHCTpyKIMsL 3TUX KpUBBIX Ojiecka HeoOXonuma Juiss Oojiee TIIyOOKOrO NMOHUMAaHUsS (U3MYECKHX MPOLECCOB,
JIeKalIMX B OCHOBE TakuMX coObITHH. B 3TOM HccienoBaHumu mnpejpsaraeTcs OCHOBaHHAas Ha MAIIMHHOM OOY4YeHHH
cUCTeMa PEKOHCTPYKIMH KPHUBBIX OJieCKa raMMa-BCIUIECKOB, B KOTOPOHW 0co0oe BHHMaHME yAemsieTcst (ase IuiaTo,
HaOM0aeMoi B PEHTTCHOBCKHUX TaHHBIX. B Xone aHanm3a cpaBHMBAaeTCsl 3((EKTHBHOCTh TPEX IIOCIEIOBATECIBHBIX
MOAXONOB K MOJEJIMPOBAHUIO: JIBYHAIIPABICHHOM PpEKYPPEHTHOM HEMPOHHOM CETH, 3aKpBITOM pEeKyppeHTHOU
apXHUTEKTYpBl W CBEPTOYHOW MOJENH, Pa3pabOTaHHOHN AT BPEMEHHBIX NAHHBIX. Pe3yslbTaThl 3TOr0 HCCIENOBaHUSA
MIOKa3bIBAIOT, 4YTO JBYHAIpAaBJICHHas CTPOOMpOBaHHAs pPEKyppEHTHas €AWHMYHAs MOJENb IPOAEMOHCTpHpOBaa
HaWJIy4qlIyl0 TOYHOCTH MIPOTHO3WPOBAHUS CPEU OLEHEHHBIX MOJIETEH 10 BCEM THIIAaM I'aMMa-BCIUIECKOB, H3MEPSEMYIO
o cpenHel abCONIOTHOI omMOKe, cpeHeKBagpaTHYHONW omnOke u koddduimenty nerepmunaimu. [IpumedarensHo,
YTO JIByHAIPaBJICHHBIA CTPOOHPYEMBIH PEKyppPEHTHBIN MOAYINb MPOJEMOHCTPHPOBAT PACUIMPEHHbIE BO3MOXHOCTH B
MOACIMPOBAHUU KaK MOCTCIICHHBIX (1)8.3 IJ1aTO, TaK U PE3KUX MEPCXOJHBIX MMPOLECCOB, BKIKOYasA BCIBIIIKU U Pa3pbIBHI,
0COOEHHO B CJIOXKHBIX CIIEHApUsIX KPUBOH OJiecka.

KaioueBble ci10Ba: raMMa-BCIUIecK, TITy0oKoe 00y4yeHne, HeWPOHHBIE CETH, KpUBas OJiecka.
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