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Dear Authors and Readers!
Honourable colleagues!

At last we are incorporated in the Scopus database!

I am very pleased to inform you that based on the decision of the Content Selection & Advisory
Board (CSAB) of May 8, 2019, the Eurasian Physical Technical Journal (Eurasian phys. tech. j.) has
been inducted into Scopus in three scientific areas: Energy, Materials Science, Engineering. In an
official report, Scopus Title Evaluation experts note that Eurasian phys. tech. j. «meets the standards for
acceptance by Scopusy; further - «consistently includes articles that are scientifically sound and relevant
to an international academic or professional audience in this field».

Dear authors of articles and honoured editors, this is a rather high appreciation of your work and
achievements. We are grateful that you have been with us, and we look forward for further cooperation
in the future. The indexing linking process, i.e. adding the content to Scopus.com will begin this year in
2-3 months. The insertion in SCOPUS database is a big responsibility for members of the editorial
board, experts and authors of Eurasian phys. tech. j. But, of course, this will improve the quality and
extend the information space for Eurasian phys tech. j. materials. and it will be of benefit to the authors.

Since 2008, Eurasian phys. tech. j. has been included on the list of publications recommended by
the Control Committee in Education and Science the MES of RK for publication of the main research
findings in the area of Physics and Mathematics. The editorial board plans to prepare materials for the
inclusion of the journal in the list of publications of the Control Committee in Education and Science of
the Republic of Kazakhstan in the field of Engineering sciences, as well as its insertion in other
electronic databases.

According to the requirements for international scientific publications, the composition of the
editorial board can and should be regularly renewed. This year, the editorial board has introduces two
leading scientists who have previously published their papers in the Eurasian phys. tech. j. Let us briefly
present the most significant facts from their professional activities to our authors and readers.

One of them is Kucherenko Mikhail Gennadyevich, Doctor of Physics and Mathematics, Professor
at the Department of Radio physics and Electronics, Director of the Center for Laser and Information
Biophysics of Orenburg State University, Russia. He is a graduate of our Karaganda State University,
who graduated with honors. He is the author of over 350 scientific publications in the field of laser
physics, molecular optics, nanoelectronics, photonics, and chemical physics.

Kucherenko M.G. is the project manager of the federal program of the Ministry of Education of
Russia “Universities of Russia. Fundamental research”. He also directed a number of research projects
of the Russian Foundation for Fundamental Research from 1999 to 2017. Under the guidance of Prof.
M.G. Kucherenko 9 PhD and a doctoral theses have been passed. Kucherenko M.G. has been a full
member of the New York Academy of Sciences since 1996; he was Soros Foundation associate
professor (1998). He was awarded the Diploma of the Administration of the Orenburg Region for
achievements in scientific activity (1999), the Diploma of the winner of the prize of the Government of
the Orenburg region in science and technology in 2007, Diplomas of the Prize of the Governor of the
Orenburg Region in Science and Technology in 2011, 2015. He received an official message of thanks
from the Federal Agency for Education of the Russian Federation (2006). Professor M. Kucherenko was
also awarded the Certificate of appreciation of the Ministry of Education and Science of the Russian
Federation (2007), the award pin of the Ministry of Education and Science of Russia “Honored Worker
of Higher Professional Education of the Russian Federation” for achievements in the field of education
(2009).

The second new editor is Senyut Vladimir Tadeushevich, Candidate of Engineering Sciences,
leading research scientist of the laboratory «Nanostructured and superhard materials» of the State
Scientific Directorate "Joint Institute of Machine building of the National Academy of Sciences of
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Belarus", Minsk. He is the author of more than 350 published works, including 4 monographs, 26
patents and applications for inventions.

Senyut V.T. is the winner of the prize of the Academies of Sciences of Ukraine, Belarus and
Moldova for the series of works "New processes for the production of polycrystalline superhard
materials, production and use of tools made of them." He was awarded the Bakul certificate of
appreciation of the V.N. Bakul Institute of superhard materials of the NAS of Ukraine for the
development of research on the synthesis and sintering of cubic boron nitride, as well as the Certificate
of appreciation of the NAS of Belarus for his contribution to the development of scientific principles of
formation and creation of technologies for the synthesis of new composite nanostructured superhard
instrumental materials on the ground of diamonds and diamond-like boron nitride.

Being very pleased that the above-mentioned distinguished scientists agreed to work at our
editorial board, we hope that their contribution in the future will make for the expansion and
strengthening of international cooperation in the field of applied physics, as well as for improving the
image and quality of the Eurasian phys. tech. j.

In this issue of the Eurasian phys. tech. j. we offer you original scientific articles on the physics of
nanotechnology, and the solution of current problems of modern applied physics. There are interesting
scientific papers on the modeling of complex physical and technical processes of melting, heat and mass
transfer, aerodynamics, the study of optical phenomena in solid state physics and the properties of
elementary particles. A series of contributions are concerned with the problems of alternative energy, in
which the authors suggest ways to improve the environmental ecology. Literally, first-hand useful
information can be found in survey papers by Professor A.A. Potapov, which presents the results of a
40-year thematic research in fractal radio electronics, having been conducted at the V.A. Kotelnikov
Institute of Radio Electronics of the Russian Academy of Sciences, Moscow. There "... the main areas
of the implementation of textures, fractals, fractional operators and methods of nonlinear dynamics into
the fundamental problems of radio physics, radiolocation and a wide range of radio engineering to
create new information technologies" are considered.

It is known that the Eurasian phys. tech. j. shares information on forthcoming conferences where
the latest research results are shared and evaluated, and it publishes some of the most important
materials. In this connection, may we remind that on November 22-23, 2019 E.A. Buketov Karaganda
State University invites everyone willing to take part in the 11th International Scientific Conference
«Chaos and structures in nonlinear systems. Theory and Experiment», dedicated to the 70™ anniversary
of professor K. Kusaiynov. Detailed information on the scientific areas of the conference, acceptance of
applications for participation and materials submission guidelines can be obtained at the organizing
committee address: chaos2019kargu@inbox.ru

Moreover, the following important conferences for the physical and technical community of
scientists and young researchers will be held in Moscow. This is the VIII International Conference
“Deformation and fracture of materials and nanomaterials” - DFMN-2019, which will be held from
19 to 22 November 2019 at the A.A. Baikov Institute of Metallurgy and Materials Science of the
Russian Academy of Sciences, Moscow. The Youth Schooling Conference for students, graduate
students and young scientists will be organized within the framework of the conference, where
leading scientists will address. The topics of the sections and the materials submission guidelines
can be obtained from the website: http://dfmn.imetran.ru/.

We are looking forward to see you participating in the announced events and amongst the
authors of our future publications.

Respectfully, Chief Editor, Saule E. Sakipova
Karaganda, June, 2019
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STUDY OF THE STRUCTURE OF AMORPHOUS CARBON FILMS
MODIFIED WITH SILICON OXIDE

Ryaguzov A.P., Kudabayeva M.A., Nemkayeva R.R., Guseinov N.R., Myrzabekova M.M.

National Nanotechnology Laboratory of Open Type,
al-Farabi Kazakh National university, Almaty, Kazakhstan, madina.kudabaeva90@gmail.com

This paper considers amorphous carbon films modified with silicon oxide (a-Cj..:(Si0),),obtained
by the method of magnetron ion-plasma co-sputtering of a combined target in an argon atmosphere.
The topography and phase contrast of the film surface were studied by atomic force microscopy. The
local structure was studied by Raman spectroscopy. It is shown that an increase in the concentration of
silicon leads to an increase in the intensity of photoluminescence. The shift of the G peak to the low-
frequency region in a-C.:(SiO); films indicates an increase in the sp’ hybridization of carbon bonds.

Keywords: silicon containing amorphous carbon films, atomic force microscopy, Raman spectroscopy,
photoluminescence, bond hybridization.

Introduction

Recently, interest in silicon carbide films as a promising material for nanoelectronics and
photonics has increased. Moreover, amorphous carbon films modified with silicon and oxygen
atoms are of no small interest. Therefore, studies of thin amorphous carbon films modified with
structural units of silicon oxide with concentrations up to 20 at. % can reveal new properties.

a-Cy..:(Si0), films can have unique properties such as high chemical resistance and high
mechanical strength, and resistance to external actions (radiation, temperature, etc.). SiO-doped
modified carbon films are classified as wide bandgap semiconductor and may be promising for the
development and creation of new semiconductor devices and appliances in the terahertz frequency
range. Silicon carbide can form various modifications of the structure, the main of which are 3C
(face-centered cubic), 4H and 6H (hexagonal structures) [1]. These structures have individual
electronic properties. Therefore, one of the important issues is the possibility of controlling the
electronic properties of amorphous carbon films by structural elements of 3C, 4H and 6H groups.
The introduction of oxidized structural units into an amorphous carbon matrix should lead to a
significant change in the structure and properties of the synthesized carbon films. Knowledge of the
effect of synthesis conditions on the formation of a structure with a certain ratio of polymorphic
structural units will allow to manage and control electronic processes in thin films of amorphous
carbon more effectively. This will make it possible to obtain structurally modified a-C:SiO films
with desired properties.

1. Experimental part

Synthesis of nanostructured nanoscale a-C:SiO films was carried out by the method of
magnetron ion-plasma co-sputtering of a combined carbon target (99.999 at.%) and high-resistance
silicon (100) (~200 MOm/sm’) at a direct current in argon atmosphere (99.999 at. %). a-C.:(SiO)x
films were simultaneously deposited on quartz, silicon and nickel substrates for 45 minutes with an
average growth rate of 3.3 nm/min. The power of the ion-plasma discharge was 14 Watts. The
temperature of the synthesized films did not exceed 50°C; the argon pressure was constant and was
equal to 0.7 Pa. The thickness of all the films obtained varied from 50 to 100 nm.
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The concentration of silicon and oxygen was determined by the method of energy dispersive
spectroscopy (EDS) analysis using Quanta 2001 3D scanning electron microscope (FEI Company,
USA) in films synthesized on a nickel polished substrate (Fig. 1). Nickel is the only metal the EDS
signal of which does not intersect with spectra from carbon, silicon, and oxygen.

C:'Documents and Settings'supervisor'Desktop'8.02.19'53.spc 09-Feb-2019 02:43:27 cledax32igenesis\genmaps.spe 09-Feb-2019 06:37:41
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Fig.1. EDS spectra obtained from a) a-C film; b) a-C,_,:(SiO),film synthesized on nickel substrate.

In addition, it can be seen that the EDS spectra of other elements were not detected in the
synthesized films. The increasing concentration of silicon leads to an increase in oxygen. The
thickness of the films was determined on the fresh cleavage of a silicon wafer, as shown in Fig. 2.

Fig.2. Examples of thickness measurements of a-C; 4:(SiO), film

The relative silicon concentration in the amorphous carbon film was calculated without taking
into account the oxygen concentration, Table 1. An increase in the EDS peak from oxygen depends
both on its presence on the surface of the nickel plate (before the synthesis), and on the surface of
the film after taking it out the chamber. In addition, the intensity of the EDS peak of oxygen will be
affected by x-rays from nickel atoms. Therefore, taking oxygen into account in calculating the
relative concentration would not be correct.
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Table 1. The relative silicon concentration in the amorphous carbon film.

Sample Number 1 2 3 4 5 6 7 8 9
X=Xsi/(Xc+Xsi) 0 0.04 | 0.051 | 0.06 | 0.07 | 0.10 | 0.11 0.12 | 0.162

Surface topography and phase contrast of the films were studied using atomic-force
microscope of Solver Spectrum instrument (NT-MDT, Russia). In addition, the local structure was
studied by the Raman spectroscopy method using a NTegra Spectra spectrometer (NT-MDT,
Russia).

2. Results and discussions

Topography and phase contrast of the a-C;4:(Si0)y films were studied by the method of semi-
contact atomic force microscopy. The measurements were carried out using an NSG-01 probe with
a radius of less than 10 nm and oscillation frequency of ~190 kHz. Fig. 3 (a, c, €) shows the
topography of film surface with a relative concentration of silicon in the carbon film being 0, 0.05,
0.16. As can be seen from the figure, the size of the globules forming the film structure increases
with increasing concentration of silicon oxide. Figure 3 (b, d, f) shows the phase contrast of the
surface; this method of research in atomic-force microscopy shows the existence of regions with
different electron density, which would indicate the difference in the phase state of the synthesized
films’ structure.

Fig. 3 demonstrates that the surface topography patterns of the films with different
concentrations of silicon and oxygen are significantly different, but the changes in the phase of
probe oscillations are not sufficient (Fig. 3 b, d, f), which can be explained by a change in the
surface relief pattern, rather than structural characteristics. Thus, the absence of significant contrast
over the entire surface indicates the uniform distribution of electron density over the surface of the
synthesized films. Thus, formation of separate structural fragments of silicon and oxygen atoms is
absent. The structure primarily forms from carbon and silicon atoms, while oxygen atoms
participate as a link between the Si-C and Si-Si structural units.

In confirmation of the above, the local structure of the synthesized films was studied using
Raman spectroscopy at an excitation wavelength of 473 nm. Fig. 4 shows a typical Raman spectrum
obtained from a-C film. In addition, it can be seen that with increasing concentration of silicon
oxide there is an increase in photoluminescence. This is due to the increase in the band gap and
concentration of sp’C-C bonds [2], which determine the state of the electrons. The  bound and 7"
of unbound electron states are responsible for the development of density of allowed states in the
top of the valence band and the bottom of the conduction band, respectively. An increase in the
formation of sp” hybridized bonds and an increase in the energy gap between © — " electron states
can involve both silicon and oxygen atoms, which is shown in Fig. 4 as an increase in the slope of
the Raman spectrum. As is known [3], it is © — T electronic transitions that are responsible for the
appearance of photoluminescence in amorphous carbon, an increase in their concentration results in
an increase in photoluminescence. Moreover, an increase in the silicon concentration leads to a shift
of the main G peak to the low-frequency region, as shown in Fig. 5.

Figure 5 shows the Raman spectra minus background and photoluminescence. A typical
Raman spectrum of amorphous carbon consists of a G peak and a shoulder in the low-frequency
region from the main peak; in addition, we observe a second order at a frequency of 3000 cm™. G
peak characterizes stretching of C-C bonds. The appearance of a shoulder in the low-frequency
region indicates amorphization of the structure and characterizes the breathing mode of a hexagon
molecule of carbon atoms, which is denoted by the D peak [4]. An increase in silicon oxide
concentration in a-C film results in disappearance of the shoulder, i.e. D peak.
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10

0 0.5 1.0 1,5 2,0 2,5 3.0

Fig. 3. AFM of a-Canda-C, 4:(SiO); films surface with relative silicon concentration
in the carbon film 0; 0.051; 0.162:
a, ¢, e) the surface topography of the films; b, d, f) the phase contrast of the film surface
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This is due to the disappearance of the graphite phase and the transition to a four-coordinated
bond of carbon atoms or sp” hybridization. At the same time, it should be noted that the appearance
of some features within the frequency range of 250 cm™ and 860 cm™ is determined by Si-C bonds
and the G peak shift to the low-frequency region of the Raman spectrum also indicates an increase
in sp> hybridized bonds [5]. As is shown in the work [6], the G band shift to the low-frequency
region indicates an increase of sp’ hybridized bonds in the structure of carbon films. This is
apparently due to the occurrence of silicon atoms, which form structures with the carbon atoms of
3C, 4H and 6H. In addition, in the high-frequency region (Fig. 5 c), we observe separation of the
second order into a series of frequencies that characterize certain frequencies of bonds with carbon
atoms. Apparently, this is due to the presence of silicon atoms in the lattice structure, which in a
certain way affect the frequency range of the second-order phonon mode of C-C bonds.

Conclusion

It follows from the above that the surface topography of the synthesized films of amorphous
carbon significantly depends on silicon oxide concentration. The study of the films’ surface by the
phase contrast method in atomic force microscopy had shown a uniform distribution of the structure
of C-C, Si-Si, Si-C bonds making up the film. The absence of significant phase contrast indicates
the uniform distribution of electron density, and therefore, the absence of the structural SiO,units.
This means that there is no formation of individual fragments of the silicon and oxygen atoms
structure. The structure formation primarily comes from carbon and silicon atoms, while oxygen
atoms participate as a link between the structural units of Si-C and Si-Si atoms.

Raman spectroscopy has shown that an increase in the concentration of silicon leads to an
increase in photoluminescence. First of all, this is due to the increase in the width of the band gap
and concentration of m-electrons.

In addition, it was found that with an increase in the silicon concentration, G peak shifts to the
low-frequency region and this indicates an increase in sp> carbon atoms. The appearance of carbon
atoms in the high-frequency region of second-order peaks is associated with the presence of silicon
atoms.
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HIPOCHROMIC EFFECT IN RIBOFLAVIN SOLUTIONS
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The process of self-assembly of riboflavin molecules in aqueous and binary mixtures of solvents
was investigated by a spectroscopic method. It was shown that the self-assembly of vitamin B2
molecules by the dipole-dipole interaction of van der Waals forces, as a result of which resonant
splitting of excited electronic levels of riboflavin occurs. In concentrated solutions and in binary
mixtures of solvents, the observed hypochromic effects are due to a decrease in the intensity of the
absorption capacity of self-aggregated riboflavin molecules relative to their monomers. The absorption
band of self-assembled riboflavin molecules is determined by the obtained linear dichroism spectra in a
laminar hydrodynamic flow.

Keywords: Riboflavin, self-aggregation, luminescence, absorption, resonant splitting, electronic levels,
hypochromic effect, linear dichroism, dipole-dipole interactions.

Introduction

Recently, interest in silicon carbide films as a promising material for nanoelectronics and
Riboflavin (vitamin B2) is an important and necessary drug for the development and viability of the
human body. Vitamin preparation is used in the form of powders, and in the form of aqueous
solutions [1, 2]. Self-assembly is a process in which only the components of the final structure are
involved [3, 4]. The main condition for the self-assembly of nanoparticles is the formation of a
high-molecular local volume [5]. One of the methods for the formation of a local volume with high
concentrations is carried out by thermal evaporation of the solvent from a drop of a solution of the
dissolved test compound. The authors of [6, 7] obtained ring structures of nanoparticles on the
surface of a glass substrate. The assembly of molecules itself can also be carried out in concentrated
solutions and in binary mixtures of solvents. The choice of methods for obtaining self-assembled
molecules is one of the most pressing issues in this area.

In the process of self-aggregation, depending on the nature of the solvents used, the
concentrations of the compounds under study, there is a significant deformation of the electronic
spectra of vitamin B, and food dyes, in the form of a hypochromic effect [8, 10]. Identifying the
nature of the hypochromic effect is one of the urgent problems of condensed matter spectroscopy.
The solution of this question may lead to the development of the thermo and photo stability
methods of riboflavin depending on the degree of self-aggregation of molecules.

1. The equipment and technique of the experiment.

In the work used powder riboflavin brand "HCH". Electronic absorption spectra were
measured on a Specord 50 SA spectrophotometer (Analytik Jena, Germany) allowing measurements
in the range of 190-1100 nm. The measurement of fluorescence spectra was carried out on an
installation assembled on the basis of two monochromators of the type MDR-76 with photoelectron
registration. A FEU-38 (Russia) was used as a photodetector. For the convenience of comparing the
absorption and fluorescence spectra, they are normalized to unity. The dispersion of the optical
rotation and the linear dichroism spectra were taken on a Jasko-20 dichrograph from an optical set-
top box of the double Fresnel parallelepiped used in the visible and UV portions of the spectral
region. The following solvents were used: distilled water, ethanol, acetone, chloroform purified
according to the procedures, as well as their binary mixtures: ethanol + acetone, ethanol +
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chloroform. Binary mixtures were prepared in such a way that the concentration of the test
compound remained constant, the ratio of the binary mixture of solvent changed. In the second case,
the composition of the binary solvent mixture remained constant, the concentration of riboflavin
varied.

2. Results and discussion

2.1. Riboflavin aggregates

In this case, self-assembling of vitamin B2 was carried out by two methods. The first method
was that the concentration of the test compound remained constant, the ratios of the binary mixtures
changed. In the second case, the compositions of binary mixtures remained constant, but the
concentration of vitamin B2 changed.
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Fig.1a. Absorption spectrum of riboflavin in Fig.1b. The dependence of the relative yield of
water (1.2) (C=2-10"°M) and binary mixtures of light on the concentration of riboflavin molecules
alcohol + chloroform (3-5) (C=4-10"M) from the in a binary mixture of solvents alcohol +
share of added chloroform (0-2; 20-3; 40-4; 60-5) chloroform (0.35 + 0.65).

in % volume ratio.

Another condition for the use of binary solvents was that they were infinitely dissolved among
themselves. As an example, Fig. la shows the absorption spectra of riboflavin at a constant
concentration (C = 4 - 10~ M), the ratios of alcohol and chloroform changed. From figure la it can
be seen that the absorption spectrum of riboflavin in pure alcohol coincides with the band of
vitamin B2 obtained in dilute aqueous solutions. However, as the proportion of chloroform in
binary mixtures increases, the integral absorption capacity of riboflavin decreases (curves 3-5, Fig.
la). In contrast to the absorption spectra, the shape of the fluorescence spectra of the studied
molecules with a constant ratio of the binary solvent does not depend on the concentration of the
solution and only a decrease in the relative emission yield is observed (Fig. 1b). These phenomena
were explained by us the concentration quenching of luminescence. We observed similar
concentration quenching of luminescence in binary solvent mixtures for natural dyes. This process
is associated with the aggregation of the studied compounds [8-10].

From temperature experiments, the binding energy of self-aggregates of riboflavin molecules
was determined. This energy corresponds to the value of 16-20 KJ / mol, which refers to the energy
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of the hydrogen bond. On the basis of the experimental results obtained, it can be assumed that a
certain binding energy belongs to the alcohol + chloroform system, and riboflavin molecules unite
with each other under the action of van der Waals forces. To determine which of the van der Waals
forces will lead to the self-aggregation of riboflavin molecules, the distribution of charges on the
atoms of vitamin B2 was determined.

2.2. Electronic bands of riboflavin monomers and self-aggregates

On the basis of the results obtained, the dipole moments of the ground (n) and excited (u*),
electronic states of the compound under study were calculated [9]. The calculated values of the
dipole moments are p=7.222 Db and p* = 23.538 Db, respectively. These values show that
riboflavin molecules self-aggregating as results dipole-dipole interaction.

In order to determine the nature of the hypochromic effect in riboflavin solutions, the
frequencies voo were determined at the corresponding intersection point of the normalized
absorption and luminescence spectra in the frequency scale for dilute solutions. These values for
diluted riboflavin solutions are vy = 20.200 cm’! (Fig. 2). The most probable transitions to
absorption and luminescence for monomeric and self-aggregates of riboflavin molecules were also
determined.

D

max

T—

‘D

.’max

=

[L %)
h

—
[ =]
L
[\]

[=1
o
1
-

[=]

[=]
o
1

o
~

[\ %)
1

of the luminescence intensity

<

v, (sm™)

Relative values of the optical density

20000 30000 40000 50000
Frequency, sm!

Fig.2. Normalized absorption spectra (1) and fluorescence (2) of dilute solutions of riboflavin
(c =2-10") in water and in alcohol.

The most probable frequency transitions in absorption (vj)are determined from Fig. 2, for
dilute aqueous solutions and binary mixtures of solvents correspond:

v,1=22300 sm™' and 6,'=4530 sm™'; v,,>=26800 sm™' and 6;,?=8580 sm"

VS3=37450 sm™ and Gg3=4660 sm’’; v§4=44840 sm™ and 0;4=5780 sm™,

where, o is the half-width of the corresponding absorption bands. For a dilute aqueous
solution of riboflavin, the maximum of the emission intensity corresponds to the frequency,

sz: =19050 sm™ and the half-width of this band has the value ag =2500sm .

From fig. 1a, it follows that on the background of the hypochromic effect of absorption and
emission bands, the corresponding bands of self-assembled riboflavin molecules do not appear. To
obtain the relevant information, we investigated the linear dichroism spectra of the molecules under
study. One of these possibilities was realized using the Jasko-20 circular dichrograph with the
optical prefix of the double Fresnel parallelepiped. The optical set-top box is designed for studies in
the visible and UV part of the spectrum [8, 9].

It was established experimentally that when pumping a solution of self-assembled molecules
through a flow cell, they become optically active. Such a flow-through cuvette was developed and
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applied to remove the linear dichroism of food dyes and vitamins [11]. Only in this case, the
dichrograph registers a different from the zero line of the circular spectrum of linear dixroism. For a
clear removal of the linear dichroism spectrum, the rate of solution passage through a flow cell
(2mm / hour) was experimentally determined. Such a value of speed was chosen in order to ensure
the laminarity of hydrodynamic molasses. In this case, linearly polarized light falls at an angle of
45° on the measuring cell. It has been established experimentally that when pumping solutions of
self-assembled molecules through a flow cell, they become optically active.

In fig.3 shows the linear dichroism spectrum of self-collected riboflavin molecules in the
frequency scale obtained in a laminar hydrodynamic flow.
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Fig.3. The linear dichroism spectrum of self-collected riboflavin molecules in a laminar hydrodynamic
flow.

As can be seen from Fig. 3, the spectrum of linear dichroism is quite informative. The spectral
characteristics of the observed bands differ significantly from the absorption spectra of riboflavin
monomers obtained in dilute solutions.The parameters of the bands observed in the spectrum of
linear dichroism are shown in Table 1.

Using the spectrum of linear dichroism (Fig. 3) and the data presented in Table 1, we can
assume that in concentrated solutions, where there is a hypochromic effect, intermolecular
interaction (IMI) appears in the form of exciton interaction, which is manifested in concentrated
aqueous solutions and binary solvent mixtures of Riboflavin molecules.

Table 1. Energy parameters and optical density differences in linear dichroism of self-assembled
riboflavin molecules.

Designations of bands in Vinax e AD1, - 10°-D

linear dichroism, v, sm’! +100sm’! “ w“»
Ve, 21700 1700 0.26
Ve, 27800 2000 0.32
Ve, 31000 2000 0.22
Ve, 35000 3400 0.18
Ve 38500 3400 0.16
Ve, 47800 3800 0,03

In the Table 1 are used following notations:
V¢ - numbering of electronic bands;
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Vmax -frequency corresponding to the maximum for concentrated solutions of riboflavin;
o, 1s the half-width of the band and

AD1)“+”, AD1|“ -” is the difference of the perpendicular and parallel components of optical
density with positive and negative values of linear dichroism.

From the analysis of the literature data, it follows that the manifestation of an exciton
interaction leads to resonant splitting of the excited electron state [12—13]. Figure 4 shows the

scheme of electronic transitions between the normal and excited states of riboflavin in a dilute (m)
and concentrated (a) aqueous solution.
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Fig. 4. Diagram of the frequency of electron transitions
of monomers (a) and self-aggregates (b) of riboflavin molecules

From fig. 4 it follows that indeed, in concentrated solutions a resonant splitting of the excited
electronic state of the vitamin preparation is observed. As can be seen from rice 4, the magnitude of
the resonance splitting is Av = 3000 + 200 cm™. In electronic circuits, the thickness of the line
indicates electronic transitions that are manifested in the absorption spectrum and linear dichroism.
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At the same time, electronic transitions correlate with each other as ratios of optical density
values.It also follows from Fig. 4 that, along with the splitting of electronic levels related to the
frequency v0O of the transition, splitting is also observed for other electronic levels, the excited
states of self-assembled riboflavin molecules.

Conclusion

Thus, it was found that the self-assembly of vitamin B2 molecules is formed by the orientation
of monomeric molecules, and they are combined by van der Waals forces. It is shown that as a
result of a strong dipole-dipole interaction in a dimeric unit cell, resonant splitting of excited
electronic levels occurs, and changes in the probability of electronic transitions in absorption. The
first shows that the absorption bands of self-aggregates can be detected in the spectra of linear
dichroism of the compounds under study. On the basis of which the nature of the hypochromic
effect observed in concentrated solutions of vitamin B2 is explained.
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DIMENSIONAL EFFECTS AND SURFACE ENERGY
OF FERROELECTRIC CRYSTALS
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To describe the surface tension, a model of the surface layer of atomically smooth ferroelectrics
was considered, neglecting the surface roughness. It is believed that a necessary condition for the
manifestation of nanostructured properties of a condensed medium is the size dependence of its
properties. The surface layer of an atomically smooth crystal consists of two layers, d(I) and d(Il). The
layer with thickness h = d is called layer (1), and the layer at h=10d is called layer (Il) of an atomically
smooth crystal. At h=10d, the size dependence of the physical properties of the material begins to
appear. When h = d, a phase transition occurs in the surface layer. It is accompanied by abrupt
changes in physical properties, for example, the direct Hall-Petch effect is reversed. It can be
concluded that both previous and current results of studies of the surface of condensed media (metals,
dielectrics, ferroelectrics, etc.) are due to size effects and the final structures of their existence.

Keywords: surface tension, surface layer, glycine, atomic volume, size dependence.

Introduction

The development of experimental methods of oriented growth of one crystal on the surface of
another led to the possibility of obtaining films and superlattices of complex oxides. The structure,
size and morphic effects of such heterostructures differ significantly from the structure and
properties of bulk single crystals of the same composition [1].

At present, it is also important to create materials, including composite materials, with
ferroelectric properties, as well as with multiferroic properties, which can be used, for example, in
the manufacture of memory elements or long-term storage media, high-capacity capacitors,
microscopic power sources, etc. [2]. Ferroelectric nanocomposite materials as objects whose
properties are extremely sensitive to the size effects caused by the increased role of surface effects,
which opens up new possibilities for modifying the properties of materials and functional
parameters of the devices, special attention is paid [3].

At present, despite a large number of theoretical and experimental studies on the properties of
heterogeneous ferroelectric systems, there is no single complete understanding of the laws of
modification of the properties of the components of composites [1-3]. It is believed that a necessary
condition for the manifestation of nanostructured properties of a condensed medium is the size
dependence of its properties [4].

“Normal” size effects are associated with the contribution of surface energy to Gibbs energy.
They are called the size effects of the first kind (after Shcherbakov L.M. [5]). Such size effects are
characteristic of any systems and are determined by the scattering of quasiparticles (electrons,
phonons, etc.) at the boundaries of the system. The phase size effects (size effects of the second
kind) are determined by the whole collective of atoms in the system (collective processes). Such
size effects are observed only in nanoclusters and nanostructures [6].

In addition to these classical size effects, there are quantum-size effects [7] associated with the
quantization of the energy of charge carriers whose motion is limited in one, two, or three
directions. The presence of quantum size effects imposes fundamental restrictions on the use of
ultra-small nanoelectronic elements [8]. Quantum-size effects are observed when the size of the
structure is comparable with the de Broglie wave (~ 0.01 - 0.1 nm).
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In this paper, we consider a model of the surface layer of atomically smooth ferroelectrics,
neglecting the surface roughness.

1. Surface energy of some ferroelectrics

In [9], the model of the surface layer of atomically smooth metals proposed by us was
generalized. Schematically, this model is presented in Fig. 1.
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Fig.1. Schematic representation of the surface layer [9].

The surface layer of an atomically smooth metal consists of two layers, d(I) and d(II). The
layer with thickness h=d is called layer (I), and the layer at h=10d is called layer (II) of an
atomically smooth crystal (Fig. 1). At h=10d, the size dependence of the physical properties of the
material begins to appear. When h=d, a phase transition occurs in the surface layer. It is
accompanied by abrupt changes in physical properties, for example, the direct Hall-Petch effect is
reversed [10]. The values of the d(I) layer for some metals are given in table 1.

Table 1. The thickness of the surface layer d(I) of some pure metals [9]

Me d,nm| Me d,nm| Me d,nm | Me d,nm| Me d,nm| Me | dnm
Li 0.7 Sr 5.8 Sn 1.4 Cd 1.3 Fe 2.2 Gd 53
Na 1.5 Ba 6.2 Pb 1.8 Hg 0.6 Co 2.0 Tb 53
K 2.6 Al 1.5 Se 1.3 Cr 2.7 Ni 1.9 Dy 53
Rb 2.9 Ga 0.6 Te 2.5 Mo 4.6 Ce 3.8 Ho 5.5
Cs 3.6 In 1.1 Cu 1.6 W 5.8 Pr 42 Er 5.5
Be 1.3 Tl 1.9 Ag 2.2 Mn 2.0 Nd 4.5 Tm | 5.2
Mg 2.2 Si 34 Au 2.3 Tc 3.6 Sm 44 Yb 4.6
Ca 49 Ge 2.8 Zn 1.1 Re 4.6 Eu 5.8 Lu 5.7

Experimentally, the thickness d (I) can be determined by the method of sliding x-rays. Thus,
for gold and silicon, d(I) = 2.4 and 3.4 nm were obtained [11], respectively, which almost coincides
with the table. 1.

To determine the thickness of the surface layer of various compounds, we used the
dimensional dependence of some physical property A(r):
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A(r)=A, -(l—gj, r>>d
r

q ) (1)
Ar)=A,-|1- , r<d.
©) 0 ( d+ rj
The parameter d is associated with the surface tension ¢ by the formula:
20v
d=". 2
_T (2)

Here, o is the surface tension of the bulk sample; v is the volume of one mole; R is the gas
constant; T is temperature. In the work [9], and also [12], it was shown that the relation is fulfilled
with great accuracy:

6=0.7-10""-T,, 3)

where T, is the melting point of the solid (K). The ratio is performed for all metals and for
other crystalline compounds. If we substitute it in (2), then at T = T,, we get:

d(1)=0.17-10"v. 4)
Equation (4) shows that the thickness of the surface layer d (I) is determined by one
fundamental parameter - the molar (atomic) volume of the element (v = M/p, M is the molar mass
(g/mol), p is the density (g/cm’)), which periodically changes in accordance with the table D.I.

Mendeleev.

Table 2. Surface tension and thickness of the surface layer of ferroelectrics

Ferroelectric Tm, K o, J/m” d(I), nm d(II), nm

Ba(NbOs), 1728 1.329 13.1 131
(Tc=393)

TIrC 423 0.296 32.5 325
(Tc=320)

PbTiO; 1836 1.285 7.1 71
(Tc=766)

SrTiO3 2363 1.654 6.1 61
(TC = 10)

FeTiO; 1723 1.206 5.2 52
(Tc < 120)

LiNbOs 1516 1.061 54 54
(Tc ~ 1483)

KNbO; 1373 0.961 6.6 66
(Tc=708)

BiFeO; 1220 0.654 7.8 78
(Tx = 646)

PbCus3(VO4),CL! 743 0.520 24.7 247
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In our experiments, we used the size dependence of the dielectric constant [13], magnetic
susceptibility [14], and luminescence intensity [15]. In the coordinates A(r)/Ag ~ 1/r, a straight line
is obtained in accordance with (1), the tangent of which gives d.

From table 2 it can be seen that the thickness of the surface layer d (I) of ferroelectrics varies
from 5 nm for FeTiOs to 7.8 nm for BiFeOs. Table 2 shows that the surface layer d(II) of some
Ba(NbOs), and TGS ferroelectrics exceeds 100 nm, which is characteristic of Gleyther
nanostructures [16]. But the size dependence of physical properties is also observed in this area.
The surface layer d(II) = 10d is attributed to the size effects of the first kind. Phase size effects (size
effects of type II) are observed in the d(I) region. This area is very different from d(II). The phase
transition at h = d can be described in the framework of the Landau mean field theory using the
order parameter [17].

The rare mineral PbCu3(VO4),Cp,, discovered, studied in 1988 and named after the city of
Leningrad (now St. Petersburg), has a d(II) surface layer thickness of over 247 nm. This is due, first
of all, from equation (4) to a large atomic volume v = M/p. This means that the thickness of the
surface layer depends on the complexity of the structure of the mineral.

2. Discussion of results

In the present work, we consider a model of the surface layer of atomically smooth crystals,
neglecting the roughness of the surface, which at the cleavage surface in the vacuum of
semiconductors are of the order of 0.05 nm or slightly more. Using the lattice parameter [18], we
calculate the number of monolayers R in the d(I) layer of ferroelectrics.

Table 3. How many atoms are from the surface of ferroelectrics?

Ferroelectric Number of atoms, R Ferroelectric Number of atoms, R
Ba(NbOs), a/c =30/33 FeTiO3 a/c=10/5
TTC a/b/c =35/26/57 LiNbO; a=10
PbTiOs a/c=18/17 KNbO; a/b/c =10/14/9
SrTi03 a=16 BiFeO; a/c = 14/6

An analysis of the rounded data of Table 3 shows that the number of monolayers in the d(I)
layer for some Ba(NbOs), ferroelectrics and TGS lies in the range of 20-60.

Depending on how the transition from the volume to the surface of a solid body is realized, all
surfaces can be divided on the cleavage in vacuum into singular, vicinal and diffusion. On singular
surfaces, the transition from the solid to the vapor phase takes place within a single layer, on vicinal
surfaces - the transition occurs through several crystallographic planes separated by monoatomic
steps, and on diffusion surfaces - the transition from a solid to vapor phase takes place over several
atomic layers (Table 3) .

The authors of [19] obtained images of the molecular resolution of the TGS polar surface in the
contact mode of atomic force microscopy (AFM). According to their estimates, the width and
height of the step of the transition layer in the domain wall were ~ 10 nm and ~ 6.9 nm,
respectively. It was also suggested that circular protrusions and depressions, whose dimensions
differed in the horizontal direction, and the height or depth, as a rule, was 0.6—-0.8 nm, appear due to
partial dissolution of the TGS surface by adsorbed water molecules, i.e. they are elements of a
surface that degrades after splitting a crystal. One of the results of further research was the
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observation of the domain structure of ferroelectrics in the nanometer size range in dynamics:
during the transition from the ferroelectric phase to the paraphrase and in the process of
depolarization in the switching process [20].

Another important result of TGS research is the observation of domain walls with a resolution
close to atomic, which made it possible to measure their width [21]. Atomic force microscopy
provides unique opportunities for the study of ferroelectric crystals, allowing you to directly
visualize domains and record surface distributions of their characteristics, to which a significant
number of publications have been devoted in the last decade (see review [22]). According to the
results of [22], the height of the step between the TGS domains of a different sign leaves ~ 1 nm
and the width of the DS ~ 30 nm (Table 3). The AFM method was used to study a number of
ferroelectrics: barium titanate (BaTiOs), lead titanate (PbTiO;), ferrite salt (NaKC4H406 4H,0),
aluminum guanidinium sulfate (GASH) C(NH;);Al(SO4); 6H,0, and guanidinium aluminum
sulphate (GASH) C(NH;);Al (SO4), 6H20; ) and others. [22]. Even in remote times, X-ray studies
performed on BaTiOs crystals by Konzig and co-workers [23] showed that in surface layers with a
thickness of about 100 (in our case, this is 131 A, Table 3), the structure is different from the
structure of the thickness. In the Curie region (below 120 °C), differences in the structure of the
thickness and surface layer are less pronounced, which indicates some tetragonality of the BaTO;
surface layers above the Curie point. Konzig suggested that these layers can be interpreted as
Shotka-depleted ion layers due to impurities having a concentration of 10'® cm™ and creating a field
of about 10° - 10° V em™ (which turned out to be wrong in the light of modern research [22]).

Thus, it can be concluded that both previous and current results of studies of the surface of
condensed media (metals, dielectrics, ferroelectrics, etc.) are due to the size effects and the final
structures of their existence.

Conclusion

From table 2 it can be seen that the thickness of the surface layer d(I) of ferroelectrics varies
from 5 nm for FeTiOs to 7.8 nm for BiFeOs. Table 2 shows that the surface layer d(II) of some
Ba(NbOs), and TGS ferroelectrics exceeds 100 nm, which is characteristic of Gleyther
nanostructures.

It was shown that the relation is fulfilled with great accuracy: where Ty, is the melting point of
a solid (K). The ratio is performed for all metals and for other crystalline compounds. The resulting
equation (4) shows that the thickness of the surface layer d(I) is determined by one fundamental
parameter — the atomic volume of the element.
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The electron-optical characteristics of a mirror energy analyzer based on a non-uniform,
hyperbolic decreasing electrostatic field were investigated. In work an approximate-analytical method
for calculating the trajectory of charged particles in an electrostatic field, acting in the mirror
reflection regime, was used. The equation of motion of charged particles in the integro-differential form
is obtained. The scheme of the most optimal variant of the analyzer with a non-uniform field is found.

Keywords: non-uniform field, energy analyzer, mirror reflection regime, electron-optical characteristics,
trajectory of charged particles.

Introduction

The great potential of electron spectroscopy, associated with the broad information that the
energy spectrum of these particles carries about various physical processes, about the matter
structure, stimulates further improvement of the known analysis methods and the development of
new directions of electron spectroscopy.

At the initial stage of the development of electron optics, the main research focused on the
study of axially symmetric fields with the stigmatic focusing properties of a charged particles beam
and the formation of a correct scale-free undistorted image. Electrostatic mirror energy analyzers
based on cylindrical, spherical and hyperbolic fields turned out to be the most advanced and widely
used devices in the study of small and medium energy electron beams. Among the known classical
type fields an electrostatic mirror with a uniform field is the simplest in construction and widely
used energy analyzer of charged particle beams.

Further progress in the development of effective methods for studying the solid surface
requires a significant modernization of existing or the creation of qualitatively new analyzing
systems based on the further development of the theory. The development of high-resolution
electron analyzers based on the synthesis of multipoles and a cylindrical field can be attributed to
qualitatively new methods [1-10]. To confirm the universality of the obtained results, it is necessary
to continue research of analytical systems based on the synthesis of multipoles with other types of
classical electrostatic fields. This class of potential fields includes an non-uniform electrostatic field
decreasing by a hyperbolic law, which is a superposition of a dipole with a uniform field.

1. Calculation and analysis of the electron-optical properties of an electrostatic
non-uniform field

The object of the study is electrostatic non-uniform field acting in the mirror reflection regime,
that decreasing by hyperbolic law. The potential is described by the expression
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Uz%y(l—Az), (1)

where A4 is dimensionless parameter, at 4=0 - field (1) is uniform.

The profile of the outer deflecting electrode is determined by calculation the equipotential lines
in a non-uniform field. Fig.1 shows a portrait of equipotential lines in an electrostatic non-uniform
field at 4 = 0.01.

e

U=0

0
0 1 2 3 4 ] 6

Fig.1. Equipotential lines in a non-uniform field at 4 = 0.01

A field (1) is formed in the space between two electrodes, one of which remains flat and is
under the ground potential, the deflecting potential Uy is supplied to the other electrode, which has a
hyperbolic profile (Fig.2).

— Im — 61

Go X

Fig.2. The electrostatic mirror based on non-uniform field.
The dashed line is a flat electrode in the limiting case of a flat mirror
(B is source of charged particles; C is electron-optical image of the source)

In the mirror reflection regime a charged particles beam enters field (1) at an angle 6, to the z
axis, moves along a “return” trajectory having a vertex m in the electrostatic field region, and
returns to the lower electrode at an angle 6,. The return trajectory of charged particles consists of

right and left branches, asymmetrical about the trajectory vertex m, therefore, a separate calculation
of each of its branches and their subsequent joining is necessary. The condition for joining the right
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and left branches of the trajectory is the equality of the functions describing the particles trajectory
and their derivatives at the point m for both branches. For calculate the branches of the return
trajectory, let’s move to a new coordinate system, the beginning of which is located at the trajectory
vertex m.

According to Fig.2,

z=z, *&, x=y, —y. (2)

Here, the upper sign in front £ corresponds to the right branch (£ > 0), the lower sign to the
left branch of the trajectory (&£ < 0). The distribution of the field (1) in the coordinate system x,&
has the following form:

Ux,$)=w(1£4E)(y, —x), 3)
where
o=Yoll242,) P @)
d 1- A4z,

According to the law of conservation of energy when moving in an electrostatic potential field,
the kinetic energy of a charged particle is determined by the passed potential difference. For a
particle moving in the field (3) from point m to an arbitrary point 4, we can write:

(5 )

2
mov, _

_q(Um _U):qul,Z (X,g), (5)

where
G, (x,8)=xt 4 (y, —x). (6)

Here and below, the number 1 in the subscript corresponds to the functions for the right
branch, the number 2 to the functions of the left branch of the trajectory.
The law of conservation of energy for the longitudinal component of the motion of a charged

particle in the field (3), taking into account the conditionv’ = fj , because x, =0, as well as the

f dg dx

ratio —= — =¢&x, will be written as follows
dt dx dt

I—édf q:quj LX) dE, ()

where the derivative &’ is greater than zero for both branches, as x and & are taken in absolute
value.

£2 2
m my,
At x=y,, 25 = Tocos2 6y, =W cos’ 6, ,

therefore, expression (7) can be rewritten with

2
respect to m;)’” the following form:

mv2

2
where

(S cos 901—Afm,2)’ (8)
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S s=rd S = [ (0, —x)Ed ©)

S’ = ,
1_14Zm qUO 0

The value of § has the dimension of length and is some characteristic size of the electron
mirror. Solving equations (5), (7) and (8) relatively to &', we come to the integro-differential
equation of the trajectory of a charged particle in a non-uniform field (3)

2 X
G1,2 (x,f)iA'j(ym _x)gl,,Z dx |=
0

£,)

=S'cos’ 6+ A'f, T A (», -x)¢ dx.

0

(10)

The integral-differential equation (10) has a singular point at x=0, since the denominator in this
case vanishes, so the solution of the equation is sought as a generalized power series [11]:

f=r Yex+Ya 5" (11)
n=0 n=1

Final results of the calculation of the total projection of the particle trajectory onto the z axis
from point source B to its image C are presented below. The equations are obtained in units of the
parameter S, which has the dimension of length. According to Fig.2, the total projection of the
trajectory from the source to its image is the sum:

L 1
] = EZE(Hl tan @ + H, tan491+ff) = (h1 tan @, + h, tan01+§f) (12)
where in
¢
?f = 2sin26, + S A4 Gsinzzea +§sin460j+ (SA)Z(%sinueo +?sin4 6, sin26’0j, (13)

and the inclination angle of the trajectory to the axis at the exit point of the trajectory from the field:
tand =tané + i(SA) + §(SA)zsin20 . (14)

1 0 3 3 0
Considering the divergence angle A& of the beam in the axial plane and the relatively small

AW . . .
value of energy spread € = o in the beam as small perturbations, one can decompose L into a

Taylor series [12]:

2 2 2
L=1, + 2L ag 2l pe s L] 2 f (AG) + ? f (Ag)" + 9L ngael+... (15)
6 Je 21 J6 de 26 de
. o : .. dL _d’L
The second-order angular focusing regime is determined from the condition — = =0

e’
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cos’ @, —3sin’0, + (S 4)sin46, +

+%(SA)2 [%(cosz 8, —3sin" 0, )+ sin’6, (16 cos’ 6,~10sin’ ), )} = 0. (16)

From the analysis of equation (16) it has been established that second-order angular focusing
regime can be realized only for the analyzer scheme with parameters 4=0, 4 + 4, =0,5, i.e. for a
flat mirror. To search for the parameters of the most optimal variant of analyzer with a non-uniform
field decreasing by hyperbolic law, it is necessary to determine the functions
f(A6,S4,h /h,)=1(0)—1(6,) characterizing the longitudinal aberration smearing of the image
near the Gaussian focus by the formula (12) for different values of S4 and the selected divergence
angle A8 of the analyzed beam.

The aberration smearing functions of electron-optical mirrors with a non-uniform field (Table
1), whose schemes correspond to different values of S4, were calculated and tuned to the second-

order angle focusing regime of the flat mirror 4, + 4, =0,5, 8, = 30° .

Table 1. The aberration smearing functions of electron mirrors with a non-uniform field

SA 6, (deg) l, 1 (A6,S4,h /h,)
0.000 30 2.5981 0.0268
0.005 29.9043 2.6056 0.0154
0.010 29.8082 2.6133 0.0117
0.015 29.7118 2.6210 0.0079
0.020 29.6149 2.6289 0.0063
0.025 29.5178 2.6368 0.0074
0.030 29.4202 2.6449 0.0097
0.035 29.3224 2.6530 0.0125
0.040 29.2242 2.6613 0.0157
0.045 29.1257 2.6697 0.0188
0.050 29.0269 2.6781 0.0220

From the results of calculation the trajectories performed for the angular spread A& = +6° of
particles at the analyzer entrance, a scheme was found for the most optimal variant of analyzer with

a non-uniform field: 4 + 4, =0,5, 6, =30 and S4 = 0.02. In this case the value of the aberration
smearing f (A@,SA,h /h,) is 3 times less than the flat mirror (S4 = 0). This means that in a

mirror analyzer built on the basis of a non-uniform electrostatic field that decreasing by a
hyperbolic law, which is a superposition of a dipole with a uniform field, the resolution can be
improved several times as compared with the case of a flat mirror.
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Conclusion

A theoretical study of the electron-optical properties of an analyzing system based on a mirror
with a modified electrostatic field has been carried out. Equation of total projection of the particle
trajectory on the axis from the source to the image was obtained. The aberration smearing functions
of electron mirrors with a non-uniform field were calculated. The optimal variant of the analyzer
scheme with a non-uniform field has a higher resolution than a flat mirror.
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In paper the photoluminescence radiation with a wavelength shorter than the wavelength of the
exciting light that usually have been called anti-Stokes, is studied. These features of photoluminescence
were observed previously in such carbon-containing objects as amorphous hydrogenated carbon o-C:
H and native biopolymer-collagen. The general structural property of these objects is the presence of
carbon hexagons — the nuclei of the benzene ring. A dimer-excimer model of photoluminescence in
carbon nanostructures was developed to explain the anti-Stokes wing of the spectra. The temperature
dependence of the distribution function of thermally activated pre-excited states in carbon-containing
objects is determined. The spectral dependence of the intensity of the anti-Stokes wing taking into
account the density of states in the excimer well is calculated.

Keywords: carbon quantum dots, photoluminescence of carbon-containing objects, anti-Stokes radiation,
photodissociation, dimeric-excimer model.

INTRODUCTION

Relatively recently [1-6], interesting features of the photoluminescence (PL) of carbon
quantum dots (CQD) were discovered: the wide structureless band in the visible spectral region, the
half width, the photon energy at the band maximum, and whose shortwave edge depend on the
energy of the excitation quantum. Similar features of PL were observed previously in such carbon-
containing objects as amorphous hydrogenated a-C: H carbon [7] and native biopolymer-collagen
[8]. An additional feature of the PL spectra of a-C: H and collagen was the observation of anti-
Stokes radiation (ASR) at temperatures above the temperature of liquid nitrogen. With an increase
in the temperature of the samples, the spectral range of the ASR wing expanded to the short
wavelength region. Measurements of attenuation kinetics showed the fluorescent character of ASR.

In [7], the observed ASR is explained by the recombination of carriers thermally excited by
localized states above the excitation level (Fig. 1). In [8], a qualitative assumption was made about
the excimer nature of PL in collagen (Fig. 2).

The general structural property of these objects [1-8] is the presence of carbon hexagons — the
nuclei of the benzene ring. The structural feature of the above objects can lead to the formation of
sandwich structures [9] representing physical dimers of carbon hexagons-aromatic rings, or their
combination, while the term dimer means a physical dimer consisting of two monomers [9].

Dimers can be of different geometry. With a parallel arrangement of monomers, the dimer
represents a sandwich structure. It is these dimers that are discussed in this article. In such dimers,
monomers are considered as flat graphene-like clusters of different sizes, depending on the number
of hexagons forming the cluster.

In the present work, a similar representation of the structure allowed us to develop a dimer-
excimer model of radiative processes and explain the main features of the experimental ASR PL
spectra in a-C: H and collagen.
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Fig.1. Experimental spectra of ASR in amorphous hydrogenated carbon a-C: H [7]
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Fig.2. PL spectra of NC, measured at excitation hve,. = 2.14 eV. (arrow) and three temperatures:
1-300 K, 2-78 K, 3-4.2 K [8].

1. Model

Figure 3 illustrates the pattern of the origin of the diffuse emission spectrum of an excimer
[10]. E; and E * are the electronic terms of the ground and excited states of an excimer; ho. is the
energy of a quantum of excitation and resonant fluorescence at transitions 1-1°, hwapy is the energy
of a quantum of anti-Stokes radiation at transitions 2-2°. The energy interval between states 1 and
1’is €, and states 2 and 2’ is 0. Then £ = hwapy, - ho, - 0.
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Fig.3. The origin of the diffuse emission spectrum of the excimer [10].
El and E * - electronic terms of the ground and excited states

The AS intensity of the PL wing is proportional to the photodissociation cross section Opp, the
concentration of Ngy. excimer states, and the energy distribution of thermally activated pre-excited
states

e—s/kT’

where € = hwgp, —hw, — 6§

Iap, = 0pp * Nexc - exp[—(hwyp, — hw, — 6) /kT] (1)
Photodissociation cross section

_ n2c2p3
Opp = ()2 . (2)

here ¢ 1is the speed of light, ho is the radiation quantum energy, A is the effective width of the
emission band, 1y, is the lifetime of the excited state with respect to spontaneous transitions.

In the diffuse model of the origin of PL [10], the width of the emission band is proportional to
the amplitude of the monomer oscillations. In the harmonic approximation, we can write the
amplitude of monomer oscillations in the form

ZST
a, = ’_
14 ‘uw% s

where &7 1s the oscillator energy, which is generally temperature dependent, & is the mass, and ®
is the natural frequency.
As is known, the average energy of the oscillator's energy, which depends on temperature, has
the form
_ h(uo h(uo
fr ==t _Weo,
epr—l
At high temperatures, when kT»hw, can be written
er = kT
Then for the effective width of the spectrum at high temperatures, the expression

nA~VkT
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And for the photodissociation cross section of the excimer is true

1
O~—
VKT

2. The intensity of the anti-Stocks radiation
The intensity of the ASR PL in relative units will be equal to

_ (hwe)?eg (_ thpL—hwe—a)
" (hwapL)*Ver kT

Here hw,p;, — hw, — § is the energy of the pre-excited state, counted from state 1. From the
last equation, you can find 6 values depending on wap and temperature T from a comparison with
the results of [7] and, accordingly, ¢ values.

The intensity of radiative transitions involving pre-excited states depends not only on
temperature, but also on the density of states in the excimer well. It can be assumed that the
electron-oscillation spectrum of states in the excimer well will be close to quasicontinuous at
energies above the bottom of this well. Taking this assumption into account, we approximate the

density of states by the expression p(&)~exp (Hi) Then the intensity of the radiative transitions
0
can be written:
Ipp ~exp (—%) " exp (i) 3)

Ho

1 1
ﬁ_u_o)]

e
=
T

exp [-c (

2.0 2.1 2.2 23

hoapt, eV

Fig.4. The intensity of radiative transitions in relative units, taking into account the density
of energy states.

In Fig. 4, the calculated values of Ixpy are calculated by formula (3) at different temperatures.
The characteristic features of the particle are determined by the characteristic energy ¥ at various
temperatures, the equals 0.023 eV (300 K), 0,026 eV (340 K) and 0.266 eV (370 K). The small
increase of the maximal value of 3, with the increasing of the temperature can be connected the
nonparabolicity of term E*.
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Conclusions

An additional feature of the PL spectra of a-C: H and collagen was the observation of anti-
Stokes radiation at temperatures above the temperature of liquid nitrogen. It is proposed the dimer-
excimer model of the photoluminescence of carbon quantum dots to explain the features of the
spectra. The temperature dependence of the distribution function of thermally activated pre-excited
states is calculated. The spectral and temperature dependence of the anti-Stokes photoluminescence
wing in amorphous hydrogenated carbon a-C: H and native biopolymer-collagen are explained.
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EFFECT OF INHOMOGENEOUS RADIALLY DIRECTED MECHANICAL
STRESSES ON THE DOMAIN STRUCTURE OF A FeBO; SINGLE
CRYSTAL

Sharipov M.Z., Mirzhonova N.N., Hayitov D.E.
Bukhara Engineering — Technological Institute, Bukhara, Uzbekistan, m.z.sharipov@rambler.ru

The effect of inhomogeneous radially directed mechanical stresses on the domain
structure of a FeBO3 single crystal is studied by a magnetooptical method. It was found that in
the magnetic field applied in the FeBO;3 basal plane along the direction of the compressive
force, a system of wedge-shaped domains appears in the process of magnetization in the
crystal, which exists in a certain temperature-dependent interval of fields in the Hy range of H,.
values. The discussion of the results obtained was carried out within the framework of the
thermodynamic theory of the domain structure. It is shown that the theoretical model used well
allows one to describe the experimentally observed relative change in d as a function of the
magnetic field and temperature.

Keywords: single crystal, domain structure, magnetic field, temperature, thermodynamic theory,
magneto-optics, mechanical stresses.

Introduction

Iron borate (FeBOs) is an easy-plane weak ferromagnet transparent in the visible spectral
region, which makes it a convenient object for visual study of the magnetic state and magnetization
process of this class of magnetically ordered crystals by the magneto-optical method. For example,
in [1, 2], using a polarization microscope using the Faraday method, the domain structure (DS) of
FeBO; was studied, as well as the influence of compressive mechanical stress and an external
magnetic field applied in the basal plane of the crystal. As a result of the studies performed in [1, 2],
it was found, in particular, that both the relative orientation of the spontaneous magnetization vector
m in adjacent domains and the direction of domain walls (DW) in FeBO; are extremely sensitive to
the presence of mechanical stresses in the crystal.

In contrast to [1, 2], where the experiments were carried out under conditions of uniform
uniaxial crystal voltage, the results of studies of the effect of heterogeneous mechanical stresses on
the FeBO; DS are presented below.

1. Samples and experimental technique

A sample of a single crystal of FeBOs (space group - D3, ) used in the experiments was a flat-

parallel plate of almost regular hexagonal shape with a thickness of ~ 45 pm with transverse
dimensions of 3 mm. The developed faces of the crystal coincided with the plane of easy
magnetization (with the basal plane). The crystal surfaces had a sufficiently high optical quality and
were not subjected to any additional processing.

DS studies were carried out in the region of maximum transparency of FeBO; (in the region of
wavelengths of 0.52 um) “to the light”. The image of the domains was observed visually in a
polarizing microscope and recorded with a digital camera docked with the computer. The magneto-
optical contrast of the DS image was due to the difference in the sign of the Faraday effect in the
neighboring domains. Since the magnetic structure of FeBOs; makes it possible to observe the
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Faraday effect only at an angle to the optical axis (axis Cs) of the crystal (magneto-optical rotation
occurs due to the projection of the vector m on the direction of light propagation appearing with this
crystal orientation) [3, 4], in the experiment the sample was oriented so that the normal to its basal
plane (axis C3) was made with the direction of the incident light angle 10°.!

The sample was placed in a nitrogen optical cryostat, providing observations in the temperature
range of 90 < T < 290 K. The magnetization system, consisting of two pairs of Helmholtz coils,
made it possible to create in the sample location region along two mutually perpendicular directions
a uniform magnetic field of strength H <500e (in all experiments the vector H lies in the plane of
the sample).

To reveal the effect of mechanical stresses on the magnetic state of FeBOs, all experiments
were duplicated on an “unstressed” crystal and a crystal subjected to a non-uniform voltage, and the
results were compared with each other.

In the second case, the sample was glued with one of its corners (glue BF - 2) to the copper
washer (see below Fig. 1¢), which was attached to the cryostat cooler. As the temperature decreased
from room temperature, as the temperature cooled, a washer deformed, which was transferred to the
sample, causing its non-uniform stress.

2. Experimental results and discussion

At room temperature in the demagnetized state, the sample under study had a two-layer DS
with orientation of the domain walls in the basal plane along directions close to the directions of the
C, axes (the orientation of which was determined by the natural faceting of the crystal), which are
the light axes of the intra plane hexagonal anisotropy [5, 6] (Fig. 1a). Such a DS is characteristic of
stress-free thin FeBOs plates [1, 2]. It is known [1, 2, 6] that in this case the azimuth of the
spontaneous magnetization vector m in adjacent domains in the sample plane differs by
approximately 180°, and the boundaries between the domains are Neel-type domain walls (the
boundary between the domain layers is the Bloch domain wall, the plane of which parallel to the
basal plane of the crystal). As experiments have shown, the DS of the crystal, observed in the case
of a “non-stressed” sample, is practically independent of temperature in the entire investigated
range of 90<7 <290K. The DS of the “glued” sample behaves differently: as the temperature
decreases, starting at approximately T = 270 K, the Neel walls gradually become bent, and the DS
turns from a two-layer into through, taking the form of sectors of concentric rings of approximately
equal thickness, (fig.1 b).

Referring to fig. 1b, it can be noted that the maximum contrast of the image of the DS is
observed in the central part of the sample, with the degree of clarity of the image of the domains
practically unchanged throughout the sample area along the vertical Y axis (the orientation of the
axes of the selected coordinate system is shown in Fig. 1 c¢). This non-uniformity of the image
contrast is not the result of the defocusing of the microscope optical system, but arises as a result of
a change in the azimuthal angle of the vector m in the basal plane of the crystal.

Indeed, as already noted, the angle of the Faraday rotation at a given point of the sample plane
with the x and y coordinates is determined by the projection of the local vector m to the direction of
light propagation, i.e.

Feom sin ¢ sin 8
where ¢ = const = 10° - angle of light on the sample plane, 6 - the azimuth of the vector m at the
point (X, y) about an axis perpendicular to the plane of incidence, and it is considered that m does
not go out of the base plane (the image of the DS, shown in fig. 1b, was obtained when the sample

" At large angles of deflection of the direction of light propagation from the optical axis, the influence of natural
crystalline birefringence on the polarization of light becomes noticeable, which leads to a decrease in the contrast of the
obtained DS images.
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was rotated by an angle ¢ around the Y axis, i.e. O - azimuth m relative to the same axis). This
shows that the observed change in the magneto-optical contrast is associated with a smooth change
in the angle @ along the X axis in the direction from the center of the sample to its periphery (in the
Y direction — the @ = const axis).

Fig.1. Images of the domain structure of the “glued” FeBO; crystal, obtained at H = 0:
a-T=290K,b-T=90K; cis the spatial distribution of the spontaneous magnetization vector (arrows)
in the basal plane of a stressed crystal: dashed lines indicate the directions of acting mechanical stresses,

the hatched area is a drop of glue that the crystal is glued to the sample holder. On the right - the
orientation of the axes of the laboratory coordinate system (the X axis coincides with the direction of one
of the three C, axes, the Z axis — with the direction of the C; axis).

Since the intra plane magnetocrystalline anisotropy in FeBOs is not large (at 7'=77K , the field
of intra plane anisotropy H , <10Oe [7]), according to [1,2,4], in the stressed state of the crystal at

H =0, the vector m is oriented in the basic plane mostly perpendicular to the direction of
compression. Obviously, when the mechanical stresses are distributed nonuniformly throughout the
crystal, the orientation m in the basal plane will change from point to point. Based on this, the
spatial distribution of the vector m in the DS of a stressed crystal (shown in Fig. 1b) can be
schematically represented as shown in Fig. 1c (it is assumed that m does not vary in thickness of the
crystal). From which it follows that the temperature deformations of the sample holder create in the
crystal radially directed non-uniform stresses from the point of its gluing, while the DC of the
crystal remains 180-degree.

The process of technical magnetization of a “non-stressed” sample proceeded in the usual way:
when a magnetic field is applied along any direction in the basal plane, the area of domains in
which m makes an acute angle with H increases due to neighboring domains with opposite
orientation of magnetization until the crystal passes in monodomain (homogeneous) state.
Similarly, a stressed (“glued”) crystal is magnetized upon orientation H || X .

Of interest 1s the evolution of the DS of a stressed crystal, observed at H L X . In a magnetic
field, the DW is under pressure [8]:

P=mH(cos@, —cosb,),

where 6, 0, are the angles that the vector m makes with H on both sides of the DW. Since the

angles 6, and 6, change along the DB direction (see Fig. 1b, ¢), the field action in this case leads to
the fact that the “dark” domains to the right of the central part of the sample grow due to the “light”
domains, and to the left of center — on the contrary, the areas of “light” domains increase (visually
“dark” domains are perceived as brown, and “light” - as green).

The process of displacement of the domain walls proceeds most rapidly along the edges of the
sample, where the pressure P is maximal (while in its central part along the Y - axis P=0). As a
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result, in some field Hy (H, =30e at T=90K), only two (“bright” and “dark”) so-called counter

domains, separated by one zigzag domain wall, remain in the crystal (fig.2 a, b).'

The resulting domain configuration is obviously determined mainly by the competition
between the magnetostatic energy of the Ey; crystal and the energy of the DW. From the energy
point of view, a flat domain wall having a minimal length is advantageous. However, the maximum
will be the magnetostatic energy. Indeed, if on both sides of the DW the vector m is with the normal
to this boundary angles y, and 7y, then E,com”(cosy, —cosy,)’[8], i.e. The energy Ey is
maximum at perpendicular orientation m to the plane of the DW. Therefore, in this case, the zigzag
DW, reducing the angles y, and y,, ensures a minimum of the free energy of the crystal.

With a further increase in H, the areas of wedge-shaped domains that are separated by DW
decrease, but the zigzag shape of DW persists up to the fields of transition of the crystal to a
uniform state. Fig. 2 a, b illustrates the change in the DS of a stressed crystal in the process of its
magnetization at / 1 X', and Fig. 2c shows schematically the resulting spatial distribution of m in
the basal plane of the crystal.

The system of wedge-shaped domains, which occurs in the central part of a stressed crystal
when it is magnetized along the Y axis, exists up to some field dependent Hs (at 77=90K,
H_,=450e). 1t is significant that with the growth of H and/or T the average width of the wedge-

shaped domains D and their length L (determined, as shown in Fig. 2¢), however, the areas of the
"light" and "dark" domains remain equal to each other. At the same time, as the field increases from
H, to H~0,8H_, a smooth decrease in the contrast of the image of the wedge-shaped domains is
observed, after which the system of wedge-shaped domains disappears visually by degrading its
image clarity, and at H = H _, the sample surface will evenly colored throughout its area.

Fig.2. Images of the domain structure of a stressed FeBO; crystal, observed at T = 90K:
a-H= 30e,b-H=200e (H L X); c - spatial distribution of the spontaneous magnetization vector
(arrows inside the circle) in the emerging domain configuration. An arrow outside the circle indicates the
direction of the applied field. D - is the average width of the wedge-shaped domain, L -is its length.

Experimental dependences of the average width and length of the wedge-shaped domains on
the external magnetic field and temperature are shown in Fig.3 and Fig.4 (the values of D and L
were obtained by averaging over the entire number of wedge-shaped domains that exist with the
data H and T). Note that, both with the inversion of the direction of magnetization and with the
cyclic change of the heating — cooling mode, there was no noticeable hysteresis in the dependences
D (H, T) and L (H, T). To interpret the results obtained, we turn to the thermodynamic theory of DS
s without closure domains. According to [9, 10], the free energy of a crystal per one wedge-shaped
domain is represented as

' When the temperature changes from 90 to 270 K, the field H, decreases by about 1.5 times.
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E:§+N12D, (1)
D

here & - is the DW energy density, N - is the coefficient determined by the domain
configuration and the shape of the domains, 7 - is the density of the magnetic poles appearing at the
end of the domain, L and D are the characteristic size of the domain respectively along and across
the direction of the easy axis of magnetization; the first term describes the energy of domain walls
of the Neel type, the second one describes the density of the magnetostatic energy (we neglected the
Zeeman and magnetoelastic contributions to E, assuming that, in general, the emerging system of
wedge-shaped domains is m L H and m L o, where o - is the longitudinal component of the
stress tensor).
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Fig.3. The field dependences of the average Fig.4. The temperature dependences of the average
width (1) and length (2) of the wedge-shaped width (1) and length (2) of the wedge-shaped
domains, as well as the values d = D/A/L , domains, as well as the values d = D//L ,
normalized to their maximum value d, (3), normalized to their maximum value do (3), obtained
obtained at T = 90K. The dashed line is the at H=7 Oe (HLX). The dashed line is the
theoretical dependence d/d.(h) [9]. temperature dependence of the ratio d/d,, calculated
by the formula (5).

In the general case of an arbitrary form of domains, the calculation of the N coefficient is a
rather complicated task. At present, such calculations are performed only for the simplest domain
configurations. For example, for the simplest regular structure of rectangular domains with L>>D,
the coefficient is N =1.7 [9, 10]. Although in our experiments the observed shape of the domains
differs noticeably from the rectangular one and the condition L >>D is fulfilled poorly (in all cases

% ~5), for definiteness we take the value N in formula (1) to be 1.7.

In an external magnetic field, the vector m in a strained crystal is deflected from the direction
given by the anisotropy induced in the basal plane by stresses. In this case, the direction m is with

the direction H(H L X) angle ¢ = arccos [ m i) = arccos (1) (K is the magnetic anisotropy
2K

constant) [8]. Taking into account that the magnetic poles arise in the process of magnetization
inside the crystal (along the zigzag DB), the density of the magnetic poles is defined as:

I =¢msin 6, (2)
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where &= R - coefficient taking into account (the so-called & - correction [8]) magnetic
+u
permeability of the medium, which in the field of fields , < H < H_ has the form [8]:
2
u=1+ il

Since in the calculation of the magnetostatic energy, the distribution of the vector m in the
crystal region near the DB is relevant, by € in (2) we will understand the angle between the vectors
m and H averaged over the entire area of the wedge-shaped domain (i.e., we assume that the angle
A does not depend on from spatial coordinates). Then, in view of the above, formula (1) can be
rewritten in the form:

E=%+1,7§m2(l—h2)D. (3)

A similar expression for £ with £=1 (i.e., without U - correction) was used in [11] in
interpreting the results of observations of the surface DC of cobalt and magnethoplumbite. A
formula describing the change in the energy of a non-Neile-type domain wall in a magnetic field
directed perpendicular to its plane was also obtained there. Using the results of [9] and assuming
that in our case the vector H is approximately perpendicular to the DH plane along its entire length,
the energy density of the DWs will be represented as:

5:8\/A(K+2nm2)(x/1—h2 —harccos(h)) 4)

3

where A4 - is the exchange constant.
Under the condition g—i =0, which determines the minimum of the free energy, from (3) we

obtain:

p=L | & (5)
m\ 1,760 -h?)

If we assume that the anisotropy constant in the basal plane of a stressed crystal is

K= —%AO’COSz (W) (A- is the magnetostriction constant, ‘¥ - is the angle between m and the

longitudinal component of the effective voltage tensor ©), then for £ =1 and H =0, the formula (5)
coincides with the expression for D, which follows from the theory of equilibrium DS of
rhombohedral weak ferromagnets, taking into account the mechanical stresses of the crystal [6].

We note an important consequence of formula (4): according to the calculations performed in
[9], for A —1, the value of D in (5) tends to some finite limit, and the width of the Neel domain
wall goes to infinity. This means that, at # — 1, the DS disappears by an unlimited increase in the
width of the DW. The latter is consistent with the visually observed process of the disappearance of
wedge-shaped domains at 4 — H_ as a result of a decrease in the sharpness of their image (see
above).

Since the energy density of the DB decreases with increasing 4 faster than the function

(1—%*) (the dependence &£(h) calculated by (4) is given in [9]), then, as follows from formula (3),
to maintain the energy balance in the process of magnetization at 4 — H _, the value of the ratio

# should increase, which is observed experimentally. In Fig. 3, the results of the calculation of
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the field dependence of d = D normalized to its maximum value d,, obtained in [9] on the basis

JL
d(H)

of formulas (4) and (5), are compared with the experimental dependence . It can be seen that
0

although the form of the calculated and experimental dependences is somewhat different,

0

formula (5) allows us to describe the fivefold change in the a ratio observed in the interval of
0

fields of existence of wedge-shaped domains (But (H,<H <H)).

Conclusion

From the previous it follows that formula (5) quite well allows us to describe the

experimentally observed relative change in the value of % depending on H and T. Thus, despite
L

the relative simplicity of the theoretical model used, on the basis of formulas (4) and (5), it is

possible to describe the main features of the DS behavior of a FeBOj; crystal subjected to

heterogeneous radially directed mechanical stresses observed with a change in the external

magnetic field and temperature.
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INVESTIGATION OF PHOTOCATALYTIC ACTIVITY OF TiO,-GO
NANOCOMPOSITE
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Nanocomposite based on graphene oxide and TiO, was synthesized by hydrothermal method. The
formation of nanocomposite was confirmed by Raman spectroscopy data. Characteristic peaks of
graphene oxide and TiO, were recorded. Energy dispersive analysis showed the presence of titanium,
carbon and oxygen in the nanocomposite. The specific surface area of TiO,-GO nanocomposite is 1.16
times more than for pure TiO, A study of the photocatalytic activity of synthesized material in
electrolytes with different pH was carried out. It is shown that the generation of photocurrent in TiO,—
GO depends on the electrolyte and increases by 2.9, 1.3 and 1.05 times in NaOH, KOH and Na>SO,,
respectively, compared to the pure TiO, films.

Keywords: graphene oxide, TiO2—-GO, nanocomposite material, titanium dioxide, photocatalysis.

Introduction

Photoelectrochemical splitting of water with semiconductors is a "green" and inexpensive way
to produce hydrogen fuel. Fujishima and Honda [1] showed for the first time that
photoelectrochemical water splitting occurs on the surface of titanium dioxide (TiO,). This work
marked the beginning of the study of semiconductor materials for photocatalysis.

Titanium dioxide is a well-known and most studied functional material in the field of
photocatalysis [2-4]. It is widely used in the degradation of environmental pollutants, as well as for
the decomposition of organic substances.

Graphene has high electron mobility, large specific surface area and high transparency [5-7].
Earlier it was shown that composites based on TiO, and carbon-based materials, including activated
carbon, carbon nanotubes and fullerenes, are able to demonstrate higher photocatalytic
characteristics than pure TiO; [8-10].

Preparation of TiO,-based composites is an effective way to increase the photocatalytic activity
of the material by reducing the charge recombination rate. It is assumed that there is a more
efficient separation of charges — photogenerated electrons, are converted into carbon materials, and
the holes remain on TiO, and thus slow down the recombination of electrons and holes.

At the moment, there are several methods for the synthesis of nanocomposite material based on
TiO, and graphene oxide. For example, the sol-gel method, the hydrazine reduction method, the
hydrothermal method, the solvothermal method and the UV method, and there are 2-step methods
for producing a composite [11-15], which directly affect the photocatalytic activity of the obtained
materials. In ref. [16-18] it was shown that the electrolyte composition and its pH affect the value of
the photogenerated current, as well as the efficiency of water splitting and hydrogen generation H'.

In this paper, nanocomposites based on TiO, and graphene oxide were synthesized and their
structural, optical and photocatalytic properties were investigated. It is shown that the photoactivity
of the nanocomposite depends on the electrolyte used.
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1. Experiment

Materials

To prepare the TiO,—GO nanocomposite, graphene oxide (GO, Cheaptubes) and TiO, (d>21,
anatase, 99.7%, Sigma Aldrich), deionized water (purified by AquaMax water purification system),
ethanol (anhydrous) were used. The films were deposited onto the surface of glass substrates coated
with a conductive layer FTO (Fluorine doped tin oxide coated glass slide, ~7€)/sq, Sigma Aldrich).
Electrolytes NaOH, KOH, Na,SO4 were used to estimate photocatalytic properties. The pH value
for them was equal to 13.4, 12.3 and 9.7, respectively. All reagents were analytically grade and used
without additional purification.

The preparation and characterization of samples

Nanocomposite based on TiO, and graphene oxide was synthesized by hydrothermal method
according to the method of [13]. The ratio of GO to TiO, was 1%. To measure the photocatalytic
activity of the nanocomposite, a paste based on ethanol and TiO,-GO powder with a concentration
of 150 mg/ml was prepared.

The surface morphology of the resulting nanocomposite was studied using a transmission
electron microscope (TEM) JEM-1400Plus (Jeol) with an accelerating voltage of 120 kV and a
scanning electron microscope (SEM) Tescan Mira-3 (Tescan). The Confotec MR520 microscope
(Sol Instruments) with laser excitation at a wavelength of 632.8 nm was used to register Raman
spectra.

The porous structure was studied and the specific surface area was measured by the Brunauer—
Emmett—Teller (BET) method on the Sorbi-MS (META) measuring complex. Nitrogen was used as
an adsorbate. Measurements were carried out at the temperature of liquid nitrogen 77 K.

The photocatalytic activity of the obtained materials was studied by recording the
photoinduced current in a standard photoelectrochemical three-electrode cell with a quartz window
on a potentiostate-galvanostate P-30J (Elins). Ag/AgCl was used as the reference electrode. The
radiation source was a diode lamp with a power of 35 mW/cm®. The test samples were spin-coated
on the surface of substrates with FTO. Resulting films were connected to the working electrode. A
platinum electrode was connected to the negative potential.

2. Results and discussion

TEM and SEM images clearly show titanium dioxide nanoparticles (Fig.1, a and b). At the
same time, graphene oxide sheets are barely distinguishable since ratio of GO to TiO, is 1:100.
Energy dispersive (EDS) analysis of the prepared samples showed that titanium, carbon and oxygen
are present in the composition of the nanocomposite (Fig.2, a).

Fig.1. TEM (a) and SEM (b) images Of TiO,-GO nanocomposite
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Raman spectra of the TiO,-GO nanocomposite of the samples were also recorded (Fig.2, b).
The spectra obtained are the combination of individual TiO, and GO curves and correlate well with
the data obtained in [19, 20] for TiO, and graphene oxide in [21]. It was found that in the spectra of
nanocomposite material the ratio of the intensities of Ip/Ig bands was increased to 1.2 from 1.05.
This indicates that in graphene oxide there is occur an ordering and an increase in the number of
aromatic rings in structure during the process of synthesis [21].
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Fig.2. EDS analysis (a) and Raman spectrum (a): 1 — TiO,, 2 — GO, 3 — Ti0,-GO

Photocatalytic activity of semiconductor materials indirectly depends on its electrotransport
properties and specific surface area. In the previous work [22] we investigated electrotransport and
optical properties of TiO,-GO nanocomposite and showed that nanocomposite has higher
electrotransport characteristics in comparison with pure TiO,.

Table 1 shows the specific surface area of the TiO,-GO nanocomposite films, as well as the
titanium dioxide. It is shown the specific surface area of the semiconductor was increased by 16%
after the addition of graphene oxide.

Table 1. Specific surface area of TiO, and nanocomposite films

Sample SBET, mzlg
TiO, 67.3
Ti0,-GO 78.0

Further, the photocatalytic activity of pure TiO, and TiO,-GO nanocomposite in various
electrolytes was studied. The value of the photocurrent of the samples was measured for 20 seconds
with cyclic switching on and off the light. To determine the optimal conditions for the generation of
electron-hole pairs in pure TiO, and in the nanocomposite with GO, the electrolytes of Na;SOy,
KOH and NaOH, differing in the magnitude of the electrochemical potential, were used.

Fig.3a shows the transient characteristics of the photocurrent for samples based on pure TiO,.
It is seen that for TiO, the lowest values of the generated photocurrent were recorded in the
electrolyte NaOH. The value of J in other electrolytes is comparable with each other. For the KOH
electrolyte, a decrease in the curve profile after 60 s was registered, this indicates on acceleration of
the electron recombination process in the TiO, film.



Materials science. 45

J, pA/em’ J, nAlem®
30 4

c
o
=
b=
=
~ >q

40 -

30 4

7
AL

20+

i)

light off
light off

I . ™

0 20 40 60 80 0 20 40 60 80

t, sec ts

a) b)
Fig. 3. Transient characteristics of the TiO, photocurrent (a) and TiO,-GO (b) in the electrolyte: 1 —
NaOH, 2 — KOH, 3 — Na,SO,.

Films of TiO, in the Na,SOy4 electrolyte in intensively responds to incident light interval times
of 20 s. The subsequent surge in the value of the photocurrent from t=60 s shows that the film
continues to generate electrons.

Thus, studies of the transient characteristics of the photocurrent showed that TiO, generates
photocurrents in the Na,SO;, electrolyte (~24 uA/cmz) about 2 and 1.04 times more than in the
electrolytes NaOH and KOH, respectively.

Na,S0y is not the most optimal electrolyte for TiO,-GO nanocomposite. The most effective
electrolyte in this case is NaOH solution. The measurements showed (Fig.3, b) that the value of
TiO,-GO photocurrent is in 1.25 and 1.4 times better in NaOH than in KOH and Na,;SOj.
Nevertheless, in all electrolytes under irradiation of TiO,-GO nanocomposite there is an increase in
the photocurrent by 2.9, 1.3 and 1.05 times (NaOH, KOH and Na,SO; electrolytes) was registered
compared to pure TiO,.

Conclusion

Thus, studies have shown that hydrothermal synthesis forms a bond between TiO, particles and
graphene oxide sheets, which indicates the production of nanocomposite. It was confirmed by the
data of EDS analysis and Raman spectroscopy.

Studies of the transient characteristics of the photocurrent showed that the most optimal
electrolyte for pure TiO; is Na,SO,, whereas for the TiO,—GO nanocomposite — is NaOH solution.
In any case, the photocatalytic activity of the nanocomposite material is in 2.9, 1.3 and 1.05 times
greater in NaOH, KOH and Na,SOy solutions, respectively, than in TiO,. Since the efficiency of
photocatalytic splitting of water into molecular oxygen and hydrogen will depend directly on the
magnitude of the photoinduced electrons, it can be assumed that when using the NaOH electrolyte
for Ti0,-GO, hydrogen generation will be higher compared to other electrolytes.
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The analysis of possible mechanisms for the implementation of orientational ordering in the
mesophase of liquid crystals has been carried out. It has been shown that benzene rings in the structure
play a major role in the existence of the mesophase. Van-Viecky paramagnetism, due to ring currents in
benzene rings, seems to be one of the reasons for such ordering. Apparently, this explains the high
degree of order of liquid crystals when exposed to a magnetic field. In this regard, the intermolecular
interaction in the case of w-stacking may have a magnetic component. A type of possible intermolecular
interaction potential is proposed when simulating the behavior of an ensemble of liquid crystal
molecules. It is shown that the ordering of molecules of liquid crystals is associated with the different
nature of intermolecular interactions, but having the same order.

Keywords: liquid crystals, aromatic compounds, the potential of intermolecular interaction, modeling

Introduction

Intermolecular interactions in their energy are noticeably weaker than chemical (from tenths to
ten kJ/mol, for chemical bonds, of the order of tens and hundreds kJ / mol). Typical dependence of
the interaction energy between particles on the distance 7, similar to the potential energy curve for
diatomic molecules. Some common properties of [1] intermolecular forces acting in different
systems are observed:

1. At large distances, these forces are mainly forces of attraction;

2. They decrease faster with distance than Coulomb forces;

3. The repulsive forces are more short-range than the forces of attraction;

The main value, which is trying to calculate theoretically, is the total potential energy of
interaction U (g). The exact form of this function determines the success of modeling processes in
the molecular system.

Computer simulation using Monte Carlo and molecular dynamics methods is a tool for
studying the behavior of systems of condensed matter of varying complexity. The first works on
simulating simple atomic liquids were started in 1950. The methods were successfully extended to
simulate more complex systems: molecular liquids, polymer and liquid crystal (LC) systems.
Computer modeling at the atomistic level is a difficult task, and the size of particles in an ensemble
has essentially small values in comparison with other models. As shown in [2], it is reasonable to
conduct oscillations of molecular bonds and intramolecular motion at times of 1 fs and 10 fs,
respectively; diffusion within the molecular fluid requires simulation of at least 1 ns; growth of
orientational order and uniform arrangement of a nematic director for several hundred molecules
may require more than 10 ns

The effectiveness of such studies is related to the accuracy of the potential of intermolecular
interaction. Understanding the nature of orientational ordering in LCs is a cornerstone in the
synthesis of such compounds with desired properties. Therefore, the purpose of this work was to
analyze the features of intermolecular interaction in LCs to determine the processes that determine
orientational ordering.
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1. Features of liquid crystals

Considering a liquid crystal as a continuous medium, one can investigate many physical
phenomena - unusual properties in the flow, response to electric and magnetic fields - in NLCs. The
foundations of the continuum theory were laid in the late 20s of the 20th century on the basis of a
static theory. The formulation of the general conservation laws and the fundamental equations
describing the mechanical behavior of the nematic state belong to Eriksen and Leslie [3-4].

In contrast to a normal liquid, a nematic LC (NLC) consists of rod-like molecules, in which the
long axes of neighboring molecules are approximately parallel to each other. A vector n, called a
director, is introduced to describe the direction of the preferential orientation of molecules in the
vicinity of a point. Its orientation in the medium can vary continuously and systematically from
point to point (with the exception of singularities). External forces and fields acting on the liquid
crystal, can cause the translational movement of the fluid, as well as the orientational movement of
the director.

Studies using continual theory on the basis of the balance equations study the behavior of the
director during various effects on NLC. Thus, in [5], when considering the Poiseuil flow, the
existence of domain structures parallel to the flow, separated by singular lines, was established. The
method of numerical simulation established an increase in time as the fixing on the substrate [6]
weakened and the texture twist was due to the presence of sycotactic groups [7] when studying the
twist-deformation dynamics induced by an electric field. In [8], it was found that the deformation is
accompanied by the rotation of the director around an axis perpendicular to the plane of the layer. In
[9], the flexo-optic effect for the case of cholesteric LCs with short pitch of a helix, in [10], the
fleco-electric effect in NLCs was considered. In [11] the behavior of NLCs depending on the
geometry of the electro-optical cell, in [12] the reorientation dynamics of the director in bipolar
NLC droplets, in [13] the planar layer of NLC under the action of electric and magnetic fields, in
[14] - elastic deformations in NLC using additive potential, in [15] - the microstructural and
macrostructural properties of LC polymers with a strong anisotropy of the elastic coefficients are
investigated. In [16], a phenomenological theory for axial and biaxial nematic phases using a two-
component tensor of degree of order, in [17] the theory of dielectric permeability of NLC molecules
with an arbitrarily directed dipole moment, in [18] is a model for describing a pretransition state in
antiferroelectric LCs providing the union of the inner layers of the dipole-dipole interaction was
developed. In [19], the phase behavior of achiral banana-shaped molecules and in [20] — the
behavior of ferroelectric LCs using a quantum-mechanical potential was investigated.

On the basis of the continuum theory, phase diagrams of LCs are investigated using various
types of potentials, which are based on the mean field approximation [2-4]. The development of the
theory does not require the specification of the exact form of intermolecular forces [4, 21].
However, initially, Mayer and Zaupe suggested that the cause of the stability of the nematic phase is
the dipole-dipole component of the anisotropic dispersion forces. It is believed that the rotational
motion of molecules is independent of their translational motion.

When the temperature T is less than the temperature of the nematic — isotropic liquid phase
transition (Tyj bleaching temperature), there is only one minimum in the free energy dependence on
the degree of order s, which corresponds to a stable ordered phase. At T> Ty, there are two minima,
but the minimum at s = 0 is the absolute minimum. At T = Ty, tWwo minima are again observed: one
at s = 0, the other at s = s, but both states have the same free energy, i.e. at this temperature it has a
critical transition without a change in volume, but with a sharp change in the order parameter [3-4,
21]. This is defined if the change in volume o6vema AV is known. However, AV is usually so small
that s. is 1-2% different. As a result, the theory predicts a universal value s = 0.44 for all nematic
substances. Although this value is in satisfactory agreement with the data obtained for a number of
compounds, there are statistical deviations. Despite this, theoretical studies are being actively
carried out on the properties of the compounds themselves, as well as mixtures based on them.
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A prerequisite for substantial progress in the management of the mesogenic properties of such
compounds is an understanding of the nature of the intermolecular interaction. Numerous studies
[21-23] state the importance of the presence of cyclic groups, the need for the length, and rigidity of
the structure of LC molecules. The liquid phase does not allow obtaining exact structures from X-
ray diffraction studies [21,23]. The difficulty in understanding the general questions of
mesogenicity is associated with the diversity of the studied classes of LC [24]. The same structural
transformations lead to different results in different classes of LC molecules. So while studying the
effect of the structure of nematic LCs based on arylpropargyl ethers of phenols on their
electrophysical properties, a number of unexpected results were obtained:

- most of the compounds have a negative sign on the anisotropy of the dielectric constant,
despite the expected positive value [6];

- was predicted from geometry studies using molecular mechanics and confirmed
experimentally the fact that the sign of this magnitude inverted when attached to the ortho-position
of the NO, functional group [24]. The cause of the observed inversion is a change in the direction of
the dipole moment of the molecules as a result of the rotation of the benzene ring. Such a structural
transformation usually leads to the opposite result [25].

The important role of benzene rings in the presence of order in the mesophase is confirmed by
their presence in most LC structures [21]. The concepts of the structure of the LC phases are based
on a simplified model. In more detailed analysis it is necessary to take into account the
conformation of the molecules. As in the molecular crystal, molecules with different conformation,
environment, orientation can coexist in the LC phase. One of the most typical complications of the
structure of LCs is the formation of dimers and so-called bilayers [22]. The approximation of the
mean field, continual theory is not enough to predict mesogenic properties, depending on their
structure.

Here are some facts about the benzene rings that exist in the physical chemistry of the liquid
crystal:

- rigidity of the benzene ring as a fragment in the structure of LC compounds [21];

- plane-parallelism of rings in the crystalline state [23,26];

- it is known that LC molecules are almost 100% oriented in a magnetic field [27,28];

- benzene rings have a bright anisotropy of magnetic susceptibility [29];

- it was found that with an increase in the number of benzene rings in LC molecules, the
anisotropy of magnetic susceptibility increases [30];

- effects with chlorine-containing compounds [31]: the aggregation of chlorine atoms is due to
the “chlorophobic” effect - the interaction of benzene rings with each other is energetically more
advantageous than their interaction with chlorine; chlorine atoms are pushed out of the interaction
region of the benzene rings, which leads to the formation of C1 ... C1-aggregates;.

- it is known that aromatic solvents (benzene and its substituted), despite their low dielectric
constant, affect many chemical processes as strongly polar liquids. The cause of the "benzene"
effect is the large anisotropy of the polarizability of the aromatic rings. As a result, the polarizability
significantly depends on the orientation of the solvent molecules to the dipole moments of the
molecules of the solute [32].

- m-stacking, non-covalent interaction, determining the self-organization of various molecular
systems, including discotic LCs [33-39].

2. Results and discussion

Let's analyze the given data. Indeed, like most organic substances, LCs, as a rule, are
diamagnetic. Diamagnetism is due to Larmor precession of electrons. This leads to the appearance
of an induced magnetic moment directed opposite to the external field, and therefore the magnitude
of the magnetic susceptibility is negative.
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Since the atomic susceptibility is isotropic, it can be expected that the anisotropy of the
magnetic susceptibility is also small. However, the aromatic systems have a large anisotropy [40].
This can be explained by the fact that the m-electrons of the benzene ring are delocalized and form a
“ring current”. When the magnetic field is perpendicular to the plane of the ring, one can expect the
appearance of a large induced moment directed against the field creating it. In the case of NLC, the
susceptibility anisotropy must be positive and proportional to the number of aromatic rings [21].
With each replacement of the benzene ring by cyclohexane, the anisotropy of susceptibility
decreases. If there are no aromatic rings in the compound, this value becomes negative. The value
of the bridge -C=C—-C=C- is especially lowered. Qualitatively, this effect can be associated with
ring currents, which in the case of triple bonds can occur in a plane perpendicular to the long axis of
the molecule. The presence of a triple bond in the compounds studied by us [24] may be,
apparently, one of the reasons for the presence of small values of the anisotropy of the dielectric
constant.

It is known that the location of LC molecules in the crystalline state occurs mainly when the
antiparallel position of nearby molecules is either head-to-head or overlapped [23]. Therefore, it can
be assumed that, given the known “spacing” of the benzene rings of the LC molecules, the far
orientational ordering will be determined by the possibility of the formation of interacting parallel
pairs of benzene rings of neighboring molecules. Such a mechanism is easy to implement because
of its good mobility, due to the small energy barriers of rotation [41]. An increase in temperature in
the region of the mesophase leads to a decrease in the degree of order [21], which can be explained
by the breaking of bonds between the benzene rings. Tn; will increase with increasing binding
energy between these rings. The steric factor will play an important role in the orderliness of the
molecules and determine the amount of repulsion of other fragments of nearby LC molecules.
Apparently, the excess of the energy of such an interaction over the binding energy of the benzene
rings makes it impossible for the mesophase to exist in this compound.

As is known [23], in order for a separate crystalline phase to become a precursor of the
classical nematic phase, two conditions are required. First of all, it is a parallel or approximately
parallel arrangement of molecules. The second condition is the requirement that the forces of
intermolecular interaction were not large enough and allowed only translational movement of
molecules at such thermal energies, when rotational movement around all three axes is possible.

There are few prerequisites for the existence of ionic and covalent bonds due to non-fulfillment
of the second condition. The most frequently considered van der Waals interaction appears to be
present, but not dominant. The observed nonfulfillment of the principle of dense packing, which
characterizes the isotropy of the van der Waals interaction, in the case of orthorhombic crystalline
benzene and its derivatives, is the reason for this statement [42].

As the analysis shows, the unusual properties of benzene rings are due to the anisotropy of the
magnetic susceptibility, determined by the existence of ring currents. Apparently, the interaction of
the magnetic fields of the benzene rings of neighboring molecules is the main mechanism for the
realization of orientational ordering in NLCs. It is easily realized due to the small size of the energy
barrier of rotation of the benzene rings, a characteristic arrangement already in the crystalline phase
of the LC molecules (head to head or overlapped). This can lead to a parallel arrangement of the
benzene rings of neighboring molecules in the presence of a translational motion in the liquid phase.
It can be assumed that such a bond can be enhanced by cooperative effects in the direction
perpendicular to the long axis of the LC molecules.

In the processes of self-organization of large molecular systems, one of the main factors is the
n-stacking process. It is carried out through non-covalent interaction between the aromatic rings of
neighboring molecules. However, the nature of these considerations is electrical. Different
arrangements of interacting aromatic rings are usually studied (Fig. 1).

Stacking interactions between p systems play a major role in molecular recognition [33-39], in
shaping the structure and the functionality of nucleic acids and in determining the tertiary and
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quaternary structure of proteins. Vertical stacking between planar molecular systems is favored in
polar environment, mainly due to entropic reasons, while electrostatic forces are in general
determinant for planar or T-shaped structures in non polar media.

Fig.1. Type of the investigated system of interacting aromatic rings

In this respect, the traditional terminology ‘‘p—p’’ stacking is somewhat misleading since it is
suggestive of some kind of special interaction between p molecular orbitals. The calculations
presented in [33] revealed that a H,O molecule accelerates the time of m-stacking formation in a
benzene molecular system. The times of stacking formation in the benzene dimer (n = 2) and trimer
(n = 3) cations were calculated to be 594 fs (H,0) and 922 fs (no-H,0), and 566 fs (H,0) and 1155
fs (no-H,0), respectively.

Molecular self-assembly and self-organization are Nature’s methods for the creation of
dynamic and complex materials necessary for life on earth. These non-covalent interactions include
hydrogen bonding, n-stacking, polar-nonpolar interactions, metal coordination, ionic interactions,
etc.[34-35]. One particularly interesting example of a selfassembled material is a liquid crystalline
phase [36]. The interactions that are crucial for the formation of liquid crystals are very similar to
those of biologically relevant interactions: van der Waals forces, m-stacking, dipolar interactions,
charge transfer interactions and hydrogen bonding [34-38]. These forces in effect control the
properties of liquid crystals. Since these interactions are weak, it allows for partial dissociation to
repair disordered units and obtain a uniform and more stable system; this is also known as self-
healing. A better understanding of how the structure and morphology of a molecule will affect the
self-assembly of supramolecular materials will allow for an efficient and effective design of these
building blocks so that their properties can be utilized.

The binding between molecules is in most cases mainly due to van der Waals forces [38-39].
The core—core and tail-tail van der Waals interactions are responsible for the formation of the
columnar phase. These packing structures are a function of the symmetry of columns and also
intracolumnar van der Waals forces. An introduction to DLCs and the powerful potential it
possesses in molecular electronics, as 1D molecular wires due to stacking of its n—rn orbitals. The
potential of such an interaction in [1] is

U=-Z+=.
7"3 7"6

The non-potential nature of magnetic interaction is a major problem in the development of
modeling software. At the same time, the presented potential represents an opportunity to take into
account its contribution to some extent. At the same time, there is a possibility that the influence of
paramagnetism is manifested not only on such a functional group as aromatic rings [43]. The
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potential of intermolecular interaction in the LC should include dispersion, Coulomb and magnetic
interactions. The Coulomb is not dominant due to the neutrality of the LC molecules. Therefore,
two other interactions are decisive. By the strength of the interaction, they are comparable.

Conclusion

The analysis performed shows the main role of benzene rings in the existence of orientational
ordering in nematic liquid crystals. One of the mechanisms that implements this process may be the
interaction of the magnetic fields of the ringless rings of neighboring molecules. Van-Vlecky
paramagnetism, due to ring currents in benzene rings, seems to be one of the reasons for such
orderliness. Apparently, this explains the high degree of orderliness of liquid crystals when exposed
to a magnetic field. In this regard, the intermolecular interaction in the case of staking may have a
magnetic component. A type of possible intermolecular interaction potential is proposed when
simulating the behavior of an ensemble of liquid crystal molecules. It is shown that the ordering of
molecules of liquid crystals is associated with the different nature of intermolecular interactions, but
having the same order.
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THE INFLUENCE OF THE MAGNETIC FIELD ON THE CURRENT-
VOLTAGE CHARACTERISTICS OF CUPC NANOSTRUCTURES
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The paper presents the results of a study of the role of spin states in the process of charge carrier
transfer in copper phthalocyanine (CuPc) nanostructures. It is shown that the film obtained by thermal
evaporation has the structure of the o-phase, the CuPc nanowires are in the n-phase. The effect of an
external magnetic field on the current-voltage characteristics (IVC) of CuPc nanostructures was
studied. It is shown that a decrease in the value of the short-circuit current when an external magnetic
field is applied, which is associated with the mechanism of spin polarization in the formation of a
bipolaron. It is shown that the effect of “spin blocking” in nanowires is stronger.

Keywords: copper phthalocyanine, nanowires, IVC, charge carrier mobility, magnetic field, spin state.

Introduction

The possibility of using individual molecules and molecular ensembles as active elements of
electronics attracts the attention of researchers in various fields of science [1]. The definition of the
boundaries of potential and the approach to these boundaries of modern semiconductor technologies
is heightened interest in building basic elements of molecular electronics. Further prospects for the
development of electronics are associated with the creation of devices using quantum phenomena,
in which the count goes on units of photons and electrons. Recently, theoretical and experimental
studies of artificially created low-dimensional structures have been widely conducted [2]. At the
same time, an active search is underway for materials and mechanisms for spintronics, a field of
science that considers the possibilities of controlling information transfer processes using a
magnetic field [3].

The high mobility of charge carriers and the efficiency of light energy conversion make it
possible to consider metal phthalocyanines as promising materials for photovoltaic cells [4-5]. One
of the effective ways to increase the optical sensitivity range and improve the photoelectric
characteristics is the formation of nanocomposite structures of metal phthalocyanine complexes.
The conductive and magnetic properties of phthalocyanines are of great interest.

This paper presents the results of a study of the influence of a magnetic field on the current-
voltage characteristics of a solid CuPc film and CuPc nanowires.

1. Experimental technique

Preparation of substrates for a photosensitive cell was carried out as follows: glass conductive
plates (ITO, size 20x20mm, Rjpo = 60 Q/cm) were placed in an ultrasonic bath and washed for 10
minutes in acetone, in isopropyl alcohol and in deionized water, then dried in drying cabinet for 20
minutes and then subjected to UV treatment for 30 minutes.

A solid film of copper phthalocyanine (Sigma Aldrich, 99%) ~ 140 nm thick was deposited on
the surface of a substrate coated with ITO by thermal evaporation in a vacuum using a Carl Zeiss
Jena HBA 120/2 installation. The deposition was carried out in a vacuum of 10~ Torr at a rate of
0.5 nm/s.

CuPc nanowires on the surface of a substrate with a conductive ITO coating were obtained
using temperature gradient physical vapor deposition (TG-PVD) (fig.1). The substrates were
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installed inside a quartz tube in the growth zone. The temperature in the reaction zone was 465°C.
The temperature control of the working zone was carried out using the PID controller. The high-

purity argon flow rate in the reaction zone was ~150 standard-state cubic centimeter per minute
(sccm). The deposition time of nanowires was 6 hours.

465°C room temp

o

N —— CuPec
meter
NI T

b -
>

}
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nitrogen
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|

Fig.1. The diagram of the experimental installation TG-PVD

An aluminum electrode with a thickness of ~ 150 nm was deposited on the surface of an
organic film by thermal evaporation in a vacuum of 10~ Torr at a rate of 1 nm/s. The choice of ITO
as an electrode is due to the fact that this produces the best ohmic contacts with the films and the
best values of the electron work function (Figure 2). Aluminum is used as a cathode, since the

electron work function for it is — 4.2 eV, which is in good agreement with the LUMO energy for
CuPc equal to— 3.5 eV.

Energy (eV)
A

Fig.2. Energy level diagram

The surface morphology of nanostructures (figure 3) was measured using an MIRA 3 LMU

electron microscope. The average thickness of the solid film obtained by thermal evaporation was ~
140 nm.
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Fig.3. SEM images of the obtained samples:
a) solid CuPc film; b) CuPc nanowires.

The average grain size on the surface of a solid film was ~ 57 nm. The average height of the
grown nanowires consisting of stacks of copper phthalocyanine molecules was ~ 137 nm, with an
average diameter of ~ 4.5 nm.

2. Results and discussion

The absorption spectrum of copper phthalocyanine was measured on a CM2203
spectrofluorometer (Figure 4). Figure 4 (curve 3) shows the absorption spectrum of CuPc in an
alcohol solution. The data obtained show that the absorption spectrum of CuPc has 4 maxima. The
first absorption maximum is observed in the ultraviolet region with a wavelength equal to A = 324
nm. It is known [6] that copper phthalocynine molecules can be in one of three crystalline phases:
n-CuPc, a-CuPc, B-CuPc. In accordance with this, the observed band with a maximum at 324 nm
can be attributed to the Soret band or the B-band. In the B-range, a large absorption peak is
observed, which indicates that CuPc has the structure of the metastable a-phase, since during
thermal annealing, a sharp decrease in absorption is observed in this range [7]. Also, at wavelengths
A =604 nm and A = 692 nm, there are second and third absorption maxima in the visible region of
the spectrum (Q-band). This spectrum coincides with the studies of the authors [8]. The
characteristic splitting of the Q-range into two absorption peaks is a consequence of the crystalline
form of phthalocyanine and is called Davydov splitting [9].

The absorption spectrum of a solid film obtained by thermal evaporation (Figure 4, curve 1)
has a shift in the long-wavelength region by 2 nm in the Soret region and 14 nm in the Q-band. An
increase in the absorption intensity by 1.75 times is also observed. The CuPc molecules in the solid
film are in the a-phase.

Figure 4 (curve 2) shows the absorption spectrum of nanowires. As can be seen from the
figure, the spectrum has 4 maxima. The maxima in the Q-range at 622 nm and 764 nm indicate that
copper phthalocynine molecules are in the m-phase. The CuPc nanowires in the B-range are
characterized by the presence of a wide absorption band up to 540 nm, which is associated with the
ordering of the CuPc molecules in the nanowires.

Based on the above data, it can be concluded that the absorption spectrum of copper
phthalocyanine nanowires in the region of 400-500 nm is wider compared to the absorption
spectrum of CuPc molecules in alcohol and the film obtained by thermal evaporation.
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Fig.4. Absorption spectrum of CuPc:
1 — CuPc film obtained by vacuum thermal evaporation; 2 — CuPc nanowires; 3 — CuPc in ethanol

After that, samples of photovoltaic cells were prepared, consisting of several layers: 1 — glass
substrate; 2 — a transparent conductive layer of ITO (indium tin oxide), which serves as the anode; 3
— a layer of copper phthalocyanine organic molecules; 4 — aluminum electrode serving as a cathode

(Figure 5).

Al

Glass

Fig.5. Photovoltaic cell structure

3. The influence of the magnetic field

Measurements of the influence of the magnetic field on the IVC of an organic photosensitive
cell were carried out using a P20X potentiostat-galvanostat in the linear sweep mode. The setup
diagram is shown in Figure 6. A sample is placed between the poles of a permanent electromagnet.
The cell surface was illuminated using a xenon lamp with a power of 100 mW/cm?. The IVC of the
photosensitive cell was determined by illuminating the sample from the ITO side with a xenon lamp
in the wavelength range of 350—750 nm and a power of 100 mW/cm? (Figure 6).

Figure 7 shows the IV characteristics of the samples obtained. From figure 6 it is clear that the
IVCs are non-linear. The values of idling U,., short circuit current I, filling factor FF and
efficiency were determined according to the method [10].
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Fig.6. Diagram of the experimental setup for measuring the IVC in an external magnetic field.

I (uA)

Fig.7. Comparison of current-voltage characteristics:
1 - IVC of CuPc film obtained by the method of vacuum thermal evaporation;
2 - IVC CuPc nanowires.

Figure 8 shows the flow patterns of charge carriers in a solid CuPc film obtained by thermal
evaporation in vacuum (a) and in CuPc nanowires (b). The solid film obtained by thermal
evaporation (Figure 8, a) is amorphous and does not have a clear structure. The presence of an
amorphous film structure increases the probability of charge carrier recombination, preventing their
movement in the film. This is indicated by the low value of the filling factor and short-circuit
current of the IVC cell (Figure 7, curve 1). In nanowires, CuPc molecules have a lamella structure
(Figure 8, b). According to [11], the main charge carriers in metal phthalocyanines are positively
charged polarons (holes). Due to the imperfection of the film structure, local electronic states are
present on the surface of nanowires — electron and hole traps. This is indicated by the observed wide
absorption spectrum of nanowires. The traps can capture two polarons, as a result of which a
bipolaron will be formed, which subsequently moves along the nanowires, carrying out charge
transfer. As the structure becomes more defective, the number of bipolarons will increase, thus
increasing the cell current (Figure 7, curve 2).
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a) b)

Fig.8. Cell Structure:
a) - CuPc film obtained by vacuum thermal evaporation; b) - CuPc nanowires

The charge carrier mobility of copper phthalocyanine structures was determined according to
the procedure [12]. The calculation of the charge carrier mobility was carried out as follows:

d2

= 1
= (1)

where p — charge carrier mobility, d— film thickness, V- applied voltage, #,— transient time.
Transient time is calculated by the formula 4, where 7,4 1s the time of rise of the peak current
from the moment the voltage is applied.

7, =07861,., @)

Table 1 shows the parameters of the photoelectric characteristics of copper phthalocyanine
nanostructures.

Table 1. Photoelectric characteristics of copper phthalocyanine nanostructures

Sample U,(V) L. (nA) Upax (V) | L (@A) | FF n (%) | p(cm’/Vs)
Evaporated 0.75 0.79 0.27 0.28 0.13 7.7E-11 2.6E-3
Nanowires 0.78 1.25 0.35 0.57 0.2 1.95E-10 2.85E-3

To study the effect of a magnetic field on the parameters of the current — voltage
characteristics, the samples were placed between the poles of an electromagnet. The effect of the
magnetic field (MFE) was determined by changing the value of the short-circuit current of an
organic cell when the magnitude of the magnetic field changes from 0 to 0.6 T. MFE was calculated
according to [13]:

MME:IB_%

-100%, (3)

0

where /5 — short-circuit current in a magnetic field; /y — short-circuit current without exposure
to a magnetic field.

Figure 9 shows the dependence of the effect of the magnetic field of a cell on the induction
value of an external magnetic field. It can be seen from the figure that at the maximum value of the
field induction, the short-circuit current of the photosensitive cell based on CuPc nanowires
decreases by 61%.



60 ISSN 1811-1165 (Print) ISSN 2413-2179 (Online) Eurasian Physical Technical Joumal, 2019, Vol.16, No.1(31)

04 » = Evaporated
“u ®  Nanowires
-10 .
u
_ -20 4 e :
= -
= -304 e
= 5 -
-40 )
] L
-504 . e
e
-60 °
'70 T T . T ¥ T
0,0 0,2 0.4 0,6

Magnetic field B (T)
Fig.9. Magnetic Field Effect (MFE)

An external magnetic field affects the spin state of polarons. In the absence of an external
magnetic field, two polarons with different spin components can be trapped by a trap, resulting in
the formation of a bipolaron - a temporary intermediate quasistationary state (Figure 10, a).

a) B=0
, N

b) B#0

_0_

@, -

Fig.10. Schematic representation of the formation of a bipolaron at B = 0 on the trap of capture (a) and “spin
blocking” at B#0 (b)

After the collapse of the bipolaron, the hole is able to jump onto the adjacent trap, forming a
new bipolaron. Thus, as a result of jumping to nearby defects with the formation of bipolarons, a
charge transfer process occurs in the system under study. Due to the hyperfine interaction, the
singlet and triplet states of polarons can be mixed [14]. When applying an external magnetic field,
the spins of two positively charged polarons are oriented in the same direction (Figure 10, b). The
channel of formation of the bipolaron is blocked. This mechanism is called “spin blocking” [15]. As
a result, a decrease in the short-circuit current of the photosensitive cell is observed.

The probability of the formation of a bipolaron depends on the rate constant for the repetition
of previously uninteracting polarons. In turn, the rate constant of repulsion depends on the
dimension of the system in which the reagents are located. With a decrease in the dimension of the
system, the rate constant of repulsion increases, which leads to an increase in the probability of the
formation of bipolarons. It is obvious that the probability of polaron repulsion in nanowires is
higher compared with the film obtained by thermal evaporation. Modulation by an external
magnetic field reduces the likelihood of bipolaron formation. Consequently, in nanowires, due to
the high probability of polaron repulsion, the effect of “spin blocking” is more pronounced when
modulated by an external magnetic field.
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Conclusion

Thus, studies have shown that a solid film obtained by thermal evaporation has the structure of
the a-phase; CuPc nanowires are in the n-phase. It is shown that the defect structure of the film has
a significant effect on the value of the short circuit current of the cell. The effect of a magnetic field
on the short-circuit current of the IVC CuPc is investigated. A decrease in the value of the short
circuit current is observed when an external magnetic field is applied, which is associated with the
mechanism of "spin blocking" in the process of formation of a bipolaron. It has been established
that in nanowires, due to the high probability of polaron repetition, the effect of “spin blocking” is
more pronounced.
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Dynamic and static quenching of fluorescence occurs upon contact interaction of oxygen
molecules. Of the simplest models of the complex of oxygen and anthracene, a complex consisting of
one molecule of oxygen and anthracene molecule is proposed. Quantum-chemical calculations were
performed by using the Gaussian 98 software package. Equilibrium geometry of the ground electron
state was obtained for a complex of oxygen and anthracene molecules. The electron absorption
spectrum is calculated for this complex. It is established that this complex of oxygen and anthracene is
not photo-stable.

Keywords: molecular oxygen, anthracene molecule, computer modeling, molecular orbitals, wave
function.

Introduction

Molecular oxygen plays an important role in many natural oxidative reactions and
technological processes. The establishment of the mechanism of photosensitized oxidative
processes involving molecular oxygen is of fundamental interest for photochemistry and
photobiology. Collision of the oxygen molecule with the luminophore in the excited state leads to
non-radiative energy transfer. The degree of quenching depends on the frequency of collisions,
consequently, on the concentration and temperature of the oxygen-containing medium, therefore an
oxygen molecule generates a number of interesting photophysical phenomena, the mechanisms of
which are not completely clear. In this regard, the study of photoprocesses involving molecular
oxygen retains its relevance.

Computer modeling is one of the effective methods for studying complex systems. In recent
decades, it is one of the components of almost any research in physics and chemistry. There are
many methods of such modeling, oriented on solution various problems and differing both in a
strategic approach and in software implementation. Computer modeling is to conduct a series of
computational experiments on a computer, the purpose of which is to analyze, interpret and
compare the modeling results with the real behavior of the study object and, if necessary, refine the
model.

Molecular modeling begins with the formation of a computer model of an object by specifying
spatial coordinates. Information on the initial geometry can be obtained by different ways: X-ray
structural data bases, search of standard geometries in libraries, construction of structural models by
using various software. The next stage of computer modeling of the molecule is the optimization of
the geometric structure. Optimization is the search for a structure with minimal energy. There are
computational methods for optimizing geometry. Method of molecular mechanics is separately
distinguished. In this method atoms in a molecule composition are considered as set material points,
which interacting with each other as in the harmonic oscillator model. The other methods
(algorithms) of minimization can be divided into two classes: methods based on gradient techniques
(method of steepest descent, conjugate gradient method) and methods using the second derivative
(Newton-Raphson method and related methods).
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1. Quantum-chemical calculations

The calculations were carried out by using the density functional method and the Gaussian 98
software package [1]. Geometry optimization was performed by using the Beke three-parametric
hybrid method with gradient-correction correlation of the Lee, Yang and Para functional (B3LYp)
and the standard basis set 6-31G (d). The theoretical UV and visible spectra were obtained with
considering the time dependence of the density functional method [1-13], where the discrete
excitation spectra and the corresponding oscillator strengths were estimated from several dozens of
low-energy singlet transitions. The optimized geometries of anthracene and oxygen molecules were
calculated. The sequence of energy levels of molecular orbitals (MO) of oxygen is presented in
table 1.

Table 1. The sequence of MO energy levels of oxygen.

MO Energy MO Energy
SGG -1.82017 SGG -1.69635
SGU -1.04054 SGU -0.91208
SGG -0.78167 SGG -0.73081
PIU -0.70022 PIU -0.54924
PIU -0.70022 PIU -0.54924
PIG -0.49006

PIG -0.49006

Electron spectra for the optimized geometry of anthracene molecules were obtained by using
the Gaussian program. The distribution of effective charges on the atoms of the anthracene
molecule is obtained. Electron configurations for the S, state are constructed based on the

molecular orbitals of the anthracene molecule (¢, -n-number of MO in the ground singlet state)
(Table 2). Wave functions of the excited states @, are constructed from these configurations.

Table 2. Energies and wavelengths of electron transitions for .S state of the anthracene molecule

Nature of Transition Wave function Wavelen | Oscillator
transition energy, eV gth,nm | strength
S, (175 d 7[*) 3.33 '@, =-0.16(p,, = ¢;5) +0.67(;; = 5,) 371 0.2224

Hlzor)| 1860 = 02400, = 0 ) H0T3 (0 D 05+ | 005 | 0009
0.18(@505 = @555) — 0.57(@3,5 = Ps35)

An analysis of the wave function '@, =-0.16(p,, = @,;)+0.67(¢,; — @,,) of the excited
Sl(lﬂ' - ﬁ*) state shows that absorption at 371 nm with an oscillator strength of 0.2224 occurs

when the transition of 7 -electrons of conjugated bonds to the 7z~ vacant molecular orbital of the
anthracene molecule (Table 2, MO ¢,, — ¢,;,0,;, — ¢,,), which corresponds to the experimentally

observed absorption value of 370 nm. Thus, the calculated electron transition at 371 nm occurs
from the S, state of the anthracene molecule, which is in the global minimum to the §, excited

state [9—11]. Molecular orbitals for the § structure of the anthracene molecule are given in Table 3.
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Table 3. Molecular orbitals for the S, structure of the anthracene molecule

Energy of MO () and contributions AO ()
MO, eV

-0,31150 | ¢, =-031y; —0397 —0397° —031y,' —0,39 —0,3975° +0,31 +0,31y)

0,01054 | ., =-0,3075 +0,397, —0397.° +030.' +0,39 —0,3973" +0,305 - 0,301’

-0,26840 | .. =—-0,23y; —0,30x5 +0,107, —0,10. +0,302 +0,23 72" +0,402° - 0,431’
010" +0,1073 +030y5" —0,2375 +0,237,° +0,307)

-0,02679 | @, =0,23y; —0,3075 +0,1177 —0,11x,° 0,30 +0,23 7" +0,427° + 0,42
0,11y’ —0,11y,°—-030y;" +0,23y, +0,237, —0,30y)

032152 | @, =034y, +034y7 +0,34y 034> —034y° 034" +0,34y) +0,34y

0,02758 | @ =—0,13y; +0,3275 +030y, —0307, +0,32y2° —0,137," +0,2472° + 0,24y,
0,307 =030y +032y75 —0.13y) —0,13y)° +032y)

-0,35524 | ¢, , =013y +0,315 +0,30% — 0,301, *~031y.° —0,13 " +026.° —0,26y;
0,307.° +0,3075" +0,315 +0,137) —0,13y." - 0,327

-0,06187 | ... =-0,26y, 0,245 +0,207 —0,20,° +0,24.° +0.26 7, +0,397.° — 0,39 1
0,207.° +0,2073" —0,24 7, = 0,26, + 0,26, +0,24 y)

According to the definition of academician A.N. Terenin, the photonics of molecules is a
combination of photophysical and photochemical processes occurring in them after absorption of a
quantum of light [9]. In optically excited electron states, chemical or structural changes can occur.
Such processes are called photochemical, in contrast to processes that do not lead to such changes
and are called photophysical. After the absorption of a quantum of light in a molecule, several
photophysical processes of conversion of the excitation energy can occur [14].

The processes leading to a decrease in the energy of electron excitation, i.e. energy
deactivation processes, by their nature, can be radiative (radiation, optical) and non-radiative. A
characteristic feature of radiation transitions is the absorption or emission of a quantum of light
(photon) by a molecule. The study of the photonics of molecules requires knowledge not only of the
energies and wave functions of various electron states, but also of the probabilities of transitions of
a molecule from one state to another. The absorption spectrum registered in the experiment most
often consists of several bands. The absorption band is characterized by the shape, intensity and
position of the absorption maximum, measured in wavelengths or energy units.

When interpreting the absorption spectra, the Frank-Condon principle must be taken into
account. It consists in the statement that during the electron transition the electron state of the
molecule changes so rapidly that the atomic nuclei do not have time to shift from their equilibrium
positions. Since calculations of the excited states are carried out on the basis of the geometry of the
ground state of the molecules, according to the Frank — Condon principle, calculated energies of the
excited states E; should be compared with the maximum of the band in the electron absorption
spectrum S0—>Si [11].
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Fig.1 presents the electron spectrum S, — S, of the anthracene molecule, obtained from the

calculation by means of the program “Gaussian-09”. As can be seen, from the fig.1, the maximum
of the spectrum is the A = 371.96 nm wavelength and corresponds to the transition from the ground
state to the first excited singlet state. The oscillator strength is 0.2224. Fig. 2 shows the calculated

electron spectrum of the anthracene molecule for the S, — 7, transition. The maximum of the

spectrum is the A = 665.64 nm wavelength. The oscillator strength is 0.0047. The obtained data are
in agreement with the experimental one [12].
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Fig.1. Electron spectrum of anthracene molecule (S, — S,)
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Fig.2. Electron spectrum of anthracene molecule (S, — 7))

The calculated energies of So—S; and Sy—S, singlet-singlet transitions, as well as their
oscillator strengths (f) of the anthracene molecule are shown in Table 4. Quantum-chemical
calculations performed by the ZINDO method for this luminophore give quite good agreement of
the spectral characteristics obtained from calculations and experiment. As can be seen from Table 4,
the wavelength value (A=665.64 nm) of the Sy—T, transition is close to the experimental one
(A=650 nm).

If the environment in the film form has a slight effect, then the equilibrium geometry of the
ground and the excited electron states can be calculated [13].

Monomer and dimer of anthracene can absorb and fluoresce in the experiment. Therefore, it is
necessary to study the spectra of both monomers and dimers of anthracene. At the first stage, it is
necessary to determine the geometries of the ground and first excited electron states. Note that in
the experiment, an electron vibrational absorption spectrum is observed (0—0, 0—1, 0—2,...).
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Monomer and dimer of anthracene can absorb and fluoresce in the experiment. 0—0 is pure
electron transition, 0—1, 0—2 is electron oscillatory transition.

2. Results and discussion

We can calculate only pure electron transition. Therefore, it is necessary to first determine the
geometry of the ground electron state. The spin of anthracene in the ground state is zero.

Currently, the density functional theory (DFT) method is used to optimize the geometry of
large molecules (larger than naphthalene). The most popular is the exchange-correlation functional
B3LYP (hybrid functional). Therefore, to solve this problem, the DFT / B3LYP method was
chosen. In this case, three exhibitors TZVP were selected. The optimization of the geometry of the
ground and excited electron states was carried out in the Gaussian-09 program on the SKIF
CYBERIA supercomputer. The equilibrium geometries of the ground and first excited electron
states of the anthracene molecule were determined by the DFT / B3LYP / TZVP method.

The truth of the found geometry is confirmed by calculating the oscillation frequencies by the
harmonic approximation, all frequencies not imaginary. The geometries of the ground and first
excited electron states are significantly different. Therefore, the Stokes shift for the absorption and
the fluorescence spectra of anthracene should not be small [14].

To characterize the anthracene electron absorption spectrum, the energy of the first electron
transition Sy—S; and the oscillator strength were calculated by using the temporal dependent
density functional theory TDDFT and B3LYP/ TZVP method. In addition, to characterize the
fluorescence spectrum, the S;—S, transition and the oscillator strength of its were calculated.
Calculation results are shown in table 4.

Table 4. Spectra of absorption and fluorescence of anthracene monomers

Absorption Spectrum

Wavelength, nm Oscillator strength
So—S; 381.84 0.0584
So—S» 319.66 0.0002
Fluorescence spectrum
Wavelength, nm Oscillator strength
S1—So 441.03 0.0607

As shown, modern calculations and experiments, there are 4 types of anthracene. Equilibrium
geometries of the ground electron states of anthracene dimers are calculated: slipped-parallel,
symmetry C2h, graphite type, symmetry Ci, T-shape, symmetry C2v, Crossed, symmetry D2d. By
using the B97D functional the equilibrium geometries of the ground state of 4 anthracene dimers
were obtained, the truth of which was confirmed by calculating the frequent oscillations of
harmonic approximations (all frequencies not imaginary).

Dynamic and static quenching of fluorescence occurs upon contact interaction of oxygen
molecules. Therefore, at the first stage of the study, it is necessary to obtain equilibrium geometry
of the complex of oxygen and anthracene. Of the simplest models of the complex of oxygen and
anthracene, a complex consisting of one molecule of oxygen and anthracene is proposed. Results of
calculations of the electrostatic potential for anthracene molecules show that the surrounding
molecules can interact mainly with the central ring. Therefore, it is fair to place the oxygen
molecule on the central ring of anthracene (Fig.1).

For such a complex, it is necessary to determine the equilibrium geometry of the ground and
first excited electron states. To solve this problem, the B3LYP / TZVP hybrid functional was also
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chosen. The interaction with oxygen distorts the geometry of anthracene molecule. The validity of
the geometry is confirmed by calculating the oscillation frequencies by the harmonic
approximation. Also, the electron absorption spectrum of this complex was calculated, results of
which are given in Table 5.
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Fig.1. Equilibrium geometry of the ground electron state of the complex of the oxygen and the
anthracene molecules

Table 5. The energy of the vertical electron transition for the complex of anthracene and oxygen
molecules

Electron Absorption Spectrum

Wavelength, nm Oscillator strength
388.53 0.0568

Conclusion

For the same complex, an attempt was made to calculate the equilibrium geometry of the first
excited state to characterize fluorescence quenching. It was then planned to calculate the
fluorescence spectrum of this complex, which would allow determining how much the intensity of
this spectrum changes in the presence of an oxygen molecule, and the band that is rejected by the
transition from the first excited state to the ground state is shifted. However, results of preliminary
calculations showed that the anthracene-oxygen complex is not photo-stable. Therefore, it is
necessary either to use ab initio (more precisely) methods or to consider anthracene complexes that
already contain two oxygen molecules.
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Introduction

The increasing complexity of the considered natural and technological problems currently
facing humanity increases the requirements for methods of solving such problems. One of the
common ways to obtain information is a numerical experiment. Therefore, the development of
efficient algorithms was, is and will be a relevant research goal. The development of technology has
led to the possibility of using multiprocessor devices and, as a result, to the possibility of using
more efficient computing technologies. One of which is the multigrid method that allows
parallelizing the numerical algorithm.

As is known, the essence of the full multigrid method (FMM) is based on the sequence of
nested grids. Cyclic transitions from one grid to another allow one to effectively suppress the low-
frequency components of the residual of the solution when calculating with relaxation difference
schemes [1]. The ideology of the method allows the use of parallel computing on multiprocessor
technology.

This paper presents the results of a study of the effectiveness of the multigrid method for
determining the coefficient of friction resistance with an external stationary flow of an
incompressible viscous fluid around a solid sphere. This problem is a classical problem of
hydrodynamics, which has solutions obtained by analytical and numerical methods. Therefore, it
can serve as a test for approbation of the considered solution method.

The relevance of the chosen class of tasks is undoubted. The movement of multiphase media in
a variety of technological and natural processes is of great interest. The solution of the complete
problem taking into account the interaction of each particle with the carrier medium is an insoluble
problem due to the large number of moving particles. As a rule, they are limited by the
phenomenological law of the hydrodynamic resistance of a single spherical or spheroidal particle in
a carrier medium. The assumption of spherical particle shape is the most common and quite
acceptable.

This approach reasonably led to the fact that most of the efforts to determine the law of
resistance was devoted to the study of spherical particles. There are many such works, it is enough
to specify [2, 3]. In many cases, a moving particle can more accurately be described as an ellipsoid.
And in this regard, of interest are studies devoted to the flow around ellipsoids, in particular,
ellipsoids of rotation (spheroids).
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In [4-5], the results of analytical calculations for the flow parallel to the main axis of spheroids
at small Reynolds numbers are presented. In [6-7], the problem of slow viscous flow of a stationary
flow around a triaxial ellipsoid was solved analytically based on the application of a tension-
compression transformation, and a simple calculation formula for its resistance was indicated. In
[8], this method allowed the solution of a non-stationary problem of determining the resistance
force during a slow rotation of an ellipsoid in a viscous fluid.

From the examples of numerical studies, it can be noted [9] where the results of the calculation
of the flow around a uniform stationary flow of spheroids of various shapes with the numbers Re
<100 in the axisymmetric formulation are presented. The calculated data on the flow around
spheroids at Reynolds numbers around 100 are shown [10-13]. The results of numerical and
experimental studies allow us to construct correlation dependences used in determining the
resistance forces during the motion of particles.

1. Statement of the problem

The peculiarity of the considered problem, which is solved in variables vorticity - current
function is the need to solve a system of two interrelated equations. We used the sequential method
of solving this system:

1) the current function is determined for a given distribution of the vortex function;

2) the definition of the vortex function.

The process is repeated iteratively until it is established. Thus, it is necessary to perform a large
number of repeated calculations and there is a good reason to assume a significant acceleration of
the calculation process when using the multigrid method.

The system of equations describing the stationary flow of a viscous incompressible fluid
around a sphere in terms of vorticity — the current function in spherical coordinates is as follows:

Ew=¢rsing
R Jdy 9 9 oy d ¢ ) ) ‘
2[ or aﬁ(rsinﬁ) 26 or (rsine)]sm (grsin@) 0
> sinf o 1 0
g —)
o 1> 960 sin6af

where the operator E’=

All values are dimensionless as follows:
’ A 2UA
LZ’ g:g_’ R :L_
UA U 1%
Here Ais the radius of the sphere, U is the velocity of the undisturbed flow, and v is the
kinematic viscosity.
The boundary conditions are determined from the assumptions about the absence of
perturbations at the remote boundary, the no-slip conditions on the solid sphere, and the

axisymmetry of the flow. As the outer boundary, a surface is chosen that is seven radii from the
surface of the sphere.

l",
I y-= 2
r 7% (2)

2. Method of solution

In the calculations, difference schemes were used - an explicit Gauss-Seidel scheme, an
implicit longitudinal sweep scheme for a variable r. And these schemes were used in the multigrid
method. To go from grid to grid, for a vortex equation, it is necessary to use a 9-point pattern,
which allows to suppress nonphysical oscillations inherent to difference schemes with increasing
Reynolds number [1]. The main characteristic for confirming the reliability of the results obtained
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is the coefficient of resistance to friction, which was calculated for different numbers of Re: 0.01,
0.1,0.5,2, 5,10, 20 (Table 1).

The numerical solution of the problem was carried out on a sequence of nested grids 25x25,
50x50, 100x100, 200x200.

3. Results and discussion

The results of numerical calculations were compared with the results of Jenson's research [1]
for Reynolds numbers 5, 10, and 20 and with the well-known analytic Stokes dependence for the
drag coefficient for friction in the flow at small Reynolds numbers. The data are shown in table 1.

Table 1. Friction drag coefficient

Multi.gr.id Explicit Multi'gr'id Implicit
Re Stoks 16/Re | Jenson explicit implicit
scheme scheme scheme scheme
0.01 1600 1628.3 1683.5 1681 1630.6
0.1 160 163.09 168.23 169.16 163.37
0.5 32 33.77 34.73 33.57 33.94
1 16 17.50 17.63 17.48 17.60
2 10.30 10.54 9.72 10.29
5 5.34 4.98 5.42
10 3.10 3.37
20 1.857 1.94 1.97

Table 2 shows the comparative efficiency data of the multigrid method using different schemes
for the direct calculation of the considered scheme. The relations of the time of the “usual” directly
calculation on the smallest grid and the calculation time by the multigrid method using the same
difference scheme and the same criterion for the termination of iterations in accuracy are given.

Table 2. Comparative effectiveness of the multigrid method.

Re Multigrid explicit Multigrid implicit
scheme scheme
0.01 1.4 16.3
0.1 1.5 8.3
0.5 1.6 5.7
1 2.2 5
2 2.9
5 7.3

As can be seen from the table 2, the combination of the multigrid method and the implicit
difference scheme seems to be the most effective. However, it is necessary to recognize that
reducing the calculation time by 16 times seems “too” a good result.

The multigrid method has a peculiarity - the calculation on a coarse grid is limited by the
stability criterion with respect to the grid Reynolds number. According to the recommendation of
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Jenson [1], the grid step cannot exceed the value %le' Therefore, on the above sequence of grids, it

is possible to obtain a solution only for Reynolds numbers less than 5. To calculate the flow field
for Reynolds numbers 10 and 20, we used a sequence of grids with dimensions 50x50, 100x100,
200x200.

Conclusion

The high efficiency of the application of the full multigrid method was confirmed by the
example of the classical problem of viscous flow around a sphere. The reliability of the calculations
is confirmed by comparison with the analytical and numerical results of other authors. The results
show that the use of the full multigrid method allows to reduce the time for calculating tasks of this
class on average by 4-7 times. There is a limitation on the size of the size of the grid step, affecting
the dimension of the nested grids used. These restrictions when applying this procedure on
multiprocessor clusters require additional consideration.
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THE CALCULATION OF THE HEAT TRANSFER COEFFICIENT
FROM THE WALLS AND PIPES OF THERMAL NETWORKS IN THE
ENVIRONMENT

Sabdenov K.O., Sakipov K.Ye.

L.N. Gumilyov Eurasian National University, Nur-Sultan, Kazakhstan, sakamer2100@gmail.com

A simple semi-analytical method for determining the heat transfer coefficient from cylindrical
surfaces is proposed. The idea of the method is based on the representation of the heat wave and the
self-similar nature of the process, which allows to obtain an analytical formula. The physical
explanation of heat transfer coefficient decrease is given. A comparison of the approximate solution
with the numerical solution of the heat propagation problem shows the high accuracy of the analytical
formula. The distribution of heat from the pipe into the cold surrounding space at large times with high
accuracy can be considered a self-similar process.

Keywords: heat flow, pipeline, heat transfer coefficient, heat wave, self-similarity.

Introduction

When carrying out engineering calculations [1, 2] of heat losses by heat pipes in the
environment, the heat transfer coefficient ¢ in Newton's heat transfer law is an uncertain value

j:a(T_YL)a

where j — the flow of heat; 7, — the surface temperature of the tube wall; 7. — temperature
environment.

However, the heat transfer coefficient is assumed to be constant [1], this method can be taken
only as an approximation, it gives acceptable results in a limited time interval. But a detailed
analysis of the common methods for determining the heat flow j needs a thorough check and
justification, since the problem of the distribution of heat from the heated pipe into the surrounding
space is not stationary. This means the time variation of the heat transfer coefficient.

In this paper we propose a method for determining the heat transfer coefficient ofr) as a
function of time z. For this purpose, the known [3] representation of the heat wave and the
assumption of the approximate nature of the self-similar heat propagation are used. Below, a brief
explanation of this representation is given by the example of heat propagation from an unbounded
flat wall, after which the heat transfer by an infinite length pipe to the surrounding cold
environment is analyzed.

1. Heat transfer coefficient between the wall with a constant high temperature
and the environment.

Let there be a semi-bounded space (wall) with constant temperature 7),, the wall contacts a
semi-bounded medium with low temperature 7y: 7,, > Ty. The wall occupies a half-space x < 0, the
medium is located in the region x < 0. The equation of heat propagation in the environment with
thermal diffusion coefficient x is described by the equation

oT 9T

— =K.

ot ox

We will look for the temperature distribution in the form

(1
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2
X

4K(t +1,)
where #. — 1s the beginning of the self-similar heat propagation regime, this time must be
found from the condition of equality of the heat flow from the exact solution of equation (1) and the

heat flow found from the approximate solution of the same equation below.
Calculate the derivatives:

Of _dTdz__zdl = OT _dl'dz_ x dT'
ot dz ot tdz’  ox dzox 2k dz’
°T 1(1dr  d°T

R e S

ox? m\2 dz dz*

T=T(z),

Substituting them into equation (1), we obtain
d’T (1, \dT

z—+|—-+z|—/—=0.
dz 2 dz

Its General solution is

T= c+cj\/_

where C1, C2 - are constant integrations.

Let z = zy be equal to T'= T, then C, = T,,. Therefore

Tr=T,+C

e

The wall and the environment begin to exchange heat at the initial time ¢ = 0, after which the
heated heat layer xo(¢), which 1s a moving wave, "breaks away" from the wall (Fig. 1). To the left of
this wave, the temperature 7 = T, is stored, to the right of the wave front, the temperature is a
variable and depends on the x coordinate and time ¢. Therefore, the requirement used above

Z=2zp: T=T,,
means statement of a boundary condition on the front of this heat wave.

The second boundary condition requires the equality 77 = Ty for z — eo. Fulfilling this
condition, we obtain:

TO—T+CJ'\/_

Denoted
= ot

e
Iz

Dene the constant C1:
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With this result, you can write

T, TOJ-

T=T,— (2)

20

The coordinate of the heated layer depends on the time as

Xo(t) = J4zok(t+1,).

This shows the existence of arbitrariness in the choice of the constant z,. This arbitrariness
arose due to the lack of a clear indication of what should be taken as the coordinate of the heat
wave.

EH
>

SRR AR

=

Sk ek

LG CEEEE PP PR P

xo(t))  x¢(85) X
Fig.1. Location of the boundary x((#) of the heat wave at two different times ¢, and #,;
1 — real temperature profile; 2 — approximate profile.

But the integral in (2) converges at any (positive) values of z, including zo = 0. Then it would
be logical to choose the lower limit of integration equal to this zero value, and instead of (2) we
obtain

z -

3)

Find the heat flow j,, at the boundary of the systems, including on the one hand the wall with
the heat wave and the environment on the other hand. This boundary is located at the point x = x(?)
=0, i.e. the "separation" of the heat wave does not occur. By definition

oT dT oz T,—-Ty,e™ xy(t)
ox x=x(t) 7=z, ox x=x, (1) X 2o 2K(l+l*)
- 2.4 Kk(t+t, ~Z0
Y SNV XS A S S S I
X 2x(t+1.) Kit+t) X
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As a result, taking into account the equality zy = 0, the expression is obtained
. T w T 0 ﬂ/
Jw = :
X JK(+t,)

This shows that the heat transfer coefficient & equal

1A

X K +t,)

The decrease in the heat transfer coefficient is easy to explain from a physical point of view: as
the cold space warms up, it will heat up and accumulate heat, and this is the more the closer to the
plate. The plate is covered with a heat shell, and the thickness of this shell gradually increases. As a
result, heat transfer through it deteriorates. The outer boundary of this thermal shell is associated
with a "heat wave" moving at a speed of dx/dt, so the representation of such a wave has a physical
justification. The number y easy to calculate analytically, making the inside of the integral the
change of variable ¢=s?, get

)(:I%df = 2];e_s2ds = 2% =r.

And the final expression for the heat transfer coefficient will be

1
NN

The corresponding formula (3) for temperature can be recorded via the erf error function:
T=T,—(T,-Tyerf(z), erf(z) —iie—szds
w w 0 > \/; ) .

If we choose z # 0, we would get an approximate solution to the problem, and the closer z is
to 0, the closer the approximate solution is to the exact solution. The case zy # 0 corresponds to
approximate temperature distributions in Fig. 1. It can be seen that in some complex cases
(discussed below), when it is not possible to find an exact analytical solution to the problem of
thermal conductivity, it is possible to obtain approximate solutions using the idea of "heat wave".
One of these cases is the propagation of heat from a cylindrical region into an infinite space, and
below we proceed to its detailed analysis.

2. Heat transfer coefficient between a pipe with a constant high temperature and
an infinite surrounding cold space.

For cylindrical and spherical problems, the exact self-similar solution cannot be obtained
analytically. Therefore, such geometries are of interest for the application of the approximate
method, the idea of which is given above. Consider the cylindrical problem below.

Choose a cylindrical coordinate system with the center of symmetry on the pipe axis with
radius R, the radial coordinate r is counted from this axis. Along the axis of the pipe, the
temperature in it 7, is constant, so for the environment with the initial temperature 7., the heat
equation in the form of

ar _ Kli(,,a_Tj_ 4)
ot ror\_ or
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In mathematical form, initial and boundary conditions are strictly set in the following form:

T(t=0,r)=1T, =const,

Ttr=R)=T,, T(t,r=e)=1I,.
We find an approximate solution to this problem using the idea of a heat wave. Instead of the

()

given boundary conditions, we take other:

T(t,rzro(t))=Tp, T(Z‘,I"ZOO):TC,

where r((f) — the front of the thermal wave.
Now we are looking for the solution of equation (4) as a function of one self-similar variable

containing the characteristic time #. = const:
2

T=T(z), z= .
4r(t+1t,)
Calculate the derivatives:
dT oT _dT oz _  r* dT

g or dz or 2x(t+t) dz’
dT dZT]
=+ .

or_drar__r dr
ot dz ot t+t, dz’

23 s dr, r_dra .
or\ or) K(t+t) dz 2x(t+t,) dz* or k(t+t)\ dz — dz*
Taking into account the received expressions the equation (4) turns into the ordinary

differential equation

d*T dT
—+(1+2z)—=0.
z— (1+2) %

Its General solution contains integration constants C1 and C2:

-z

(6)

z ¢
e dT e
T=C,-C [=-d{, here “-=-C .
: 4 dz z

The obtained results can be given the following physical interpretation: the pipe is surrounded

by a thermal "shell" and its radius varies according to the law ry(¢) (Fig. 2).
A

-

ry (t3)

S

Fig.2. Location of the boundary r(f) of the heat wave at two different times ¢, and ¢,
1 - real temperature profile; 2 - approximate profile.
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In the region r < r¢(¢) the temperature is constant and equal to 7), in the region » > r¢(¢) the
temperature changes according to the first equality in (6). The same figure shows the exact and
approximate temperature distributions at different times. Within the shell thickness, the temperature
is constant and equal to 7, this is laid down in the first boundary condition of (5). Therefore, when
z = zy, the equality T = T, Must be executed, using the first equality in (6) we find C, = 7). The
number z0 remains an indefinite value because of the uncertainty of time ¢, it has the physical
meaning of the conditional time when the wave mode of heat propagation begins. But now we can
say that the law of changing the thickness of the shell has a specific relationship:

1y () = [4zoK (1 +1,) - (7)

The expression for temperature now takes the form
z e—é’

T:Tp—qj?dg. (8)
20

Using the second boundary condition of (5) with this form T(z) we obtain

ooe_é’
Iy=T,-Cn, 1= J.?déﬂ

T -T, ie¥
L0 [ ag.
no:g

Find the heat flow j from the pipe to the environment, this flow must be calculated at the point
r =ro.

Now (8) can be rewrittenas 7'=7, —

oz|
or

Z=Z)

JT|
0z

oT
29T
J or

A exp(—z,)

:—ﬂ/ =
r=ry (1) 77 K(t+t*) 77 ZO

r=ry(t)

(T, -Ty).

The second equation of (6) is used to calculate the temperature derivative. From here we can
see that the heat transfer coefficient for the pipe is
A exp(—z
o= p(=2) '
NN\ K (t + t*) nyz 0

)

Thus, the formula for the heat transfer coefficient with two uncertain parameters 77 and ¢ is
obtained. It cannot be calculated only from the analysis of equations (8) and (9), to determine the 7
and t. need an accurate solution to the problem. The exact solution is assumed to be obtained by
numerical solution of equation (4) with reduced boundary and initial conditions (5).

3. Comparison of approximate solutions with the results of numerical solution
of the problem of heat propagation from a heated pipe to an unlimited cold space.

The following problem was solved numerically to determine the parameters 7 and # and to
check the accuracy of the obtained result for the heat transfer coefficient (9)

T Kli[ra—Tj, (10)
ot ror\ or
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Boundary and initial conditions:

oT

o, e

T|r:R: P; :0; T|,=0:Tc'

Here x —coefficient of thermal diffusion: x = A/(cp), where 4 — coefficient of thermal
conductivity; ¢ — capacity; p — density.

This problem simulates the propagation of heat from a pipe of radius R to an infinite space, in
which at the initial time the temperature was Tc, the temperature of the pipe is constant and equal to
Tp (Fig. 2). In formula (7), the numerical values of the parameters 77 and ¢ remain undefined. To
determine them, it is necessary to compare the heat fluxes determined in the numerical solution and
in the approximate way according to the formula (12) below. The condition of maximum proximity
of these heat fluxes is used to determine 77 and #. An implicit scheme [4, 5] was used for the
numerical solution. In the numerical solution, the heat flux on the pipe surface is determined by the
equation
T,-T,

h

where 7' and Ty = T, — are the temperature values at the nodes respectively with numbers i = 1
and i = 0.

In parallel, together with the definition (11), the calculation of the heat flow is carried out
according to the formula

Jo=-4 , (11)

A exp(—z,) . (12)
JE@+t,) nyz,

Here the numerical values of the parameters 77 and # are chosen so that the heat flux j,
coincides with the calculated flux jy by the formula (11).
After finding 77 and ¢ required to carry out the evaluation of the integral

= o=C
n=j%;d§, (13)

where the lower limit of integration zp must be chosen such that the calculated integral
coincides with the previously found value 7.

The calculations are performed with the following physical parameters: R = 0.1 m, 4 = 1.2
W/(m-K), p = 3000 kg/m’, ¢ = 1200 J/(kgK), these data give the ratio &= 3.33-107" m?%s. The
ambient temperature is 7. = —5 °C, the temperature on the pipe surface 7, = 117 °C. The values 77 =
1.828; 1. =50's; 9= 0.8-10".

For Fig.3 the values of the heat flux from the pipe calculated by the formula (12) and its exact
value by the results of the numerical solution of the equation (10) are given. The time on the
horizontal axis is given in hours. As shown in Fig. 3 the values of the heat flux in the two methods
of calculating the heat flux are very different only at the beginning for a few tens of seconds. In the
subsequent time difference is weak.

The change in the radius of the heated zone ry(¢) in time is shown in Fig. 4. Knowledge of r((¢)
does not give much practical use, because we need to know the heat flow to calculate the heat loss
from the pipeline. The radius ry(¢) is mainly of theoretical interest.

The temperature distribution 7(¢, r) is shown in Fig. 5 by results of numerical solution of
equation (10). Due to the low coefficient of thermal conductivity, the heating of the surrounding
pipeline is slow, more than nine hours the heat wave has shifted by less than 0.8 mm.

jt:a(Tp_Tvc)a o=
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Fig.3. Dynamics of heat flow calculated by the formula (12) - (jo, curve 1),
and from the result of numerical solution of equation (10) (j,, curve 2).
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Fig.4. The dependence of the radius ry(¢) on time.
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Fig.5. Numerical results of determining the temperature distribution in the vicinity of the pipe at
different times: cu. 1 —¢=4.17 hours; cu. 2 — t = 9.72 hours.
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Conclusion

Let us explain the physical nature of the decrease in the heat transfer coefficient: due to the
large temperature difference in the pipe and the surrounding space, at the initial time there is a
powerful heat transfer, but as the medium warms up near the pipe, a heated layer is gradually
formed around it and the layer thickness gradually grows. As a result, around pipe a thermal
"cushion" is created, the heat from the pipe must pass through this "cushion" before entering the
cold area of the environment. Thus, the increasing heat "cushion" leads to blocking the heat loss
from the pipe, which means a decrease in the heat transfer coefficient.

The main result of the study is a simple formula (12), taking into account the variability of the
heat transfer coefficient. It is very convenient to use when carrying out engineering calculations of
heat loss in thermal networks, and the results obtained on its basis will allow solve more precisely
problems of design and optimization of thermal networks.
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The article discusses the design features of the wind turbine Bidarrieus-2 with an abnormally high
wind power coefficient. The basic design of HBI-rotor of the turbine Bidarrieus-2 is shown. Due to the
twin-rotor construction the wind turbine Bidarrieus-2 has much more efficient than all modern wind
power devices. In calculating of the power the wind turbine rotational moment has been taken into
account. The study results of wind energy that can be converted by the Bidarrieus-2 wind turbine are
confirmed it’s uniqueness.

Keywords: wind turbine, Darrieus, Bidarrieus-2, HBI-rotor, wind power coefficient

Introduction

Now the propeller-type wind turbines with installed capacity up to several megawatts are
widely used. On the basis of many years of experience, the technology of creating a high-power
WPU of a propeller-type wind turbine has been mastered [3-8]. But practice shows that the higher
the capacity of wind farms, the wider the lifeless territory in these regions (birds, fauna, including
the population, leave these places). Also, the gyroscopic effect of a propeller wind turbine can lead
to emergency situations [9].

More preferable are the carousel type Darrieus wind turbines, which have the symmetrical
wing form NASA and operate on the lifting power of the blades. The overall dimensions of such
devices are much less at the same values of the installed power. The material consumption and
space occupied by these devices is much less than the propeller ones. At the wind turbine Darrieus
the flow is uninterrupted, and as a result, its work is almost noiseless.

It is well known that in the development and creation of any machine an important
characteristic of utility (if not the main) is the value of the efficiency factor. In its work, the ratio of
the benefits of using this machine to the required costs, such as cost, operating costs, service life,
payback, etc., is indicative [1-2]. This also applies to the operation of wind power unit (WPU), for
which the efficiency of the unit is determined by the efficiency of wind energy that is named as a
power coefficient. The higher the value of this coefficient, the more effective is the economic and
commercial value of the WPU [3-11].

At present, there are no serially produced vertically-axial Darrieus, wind turbines of the
megawatt capacities on the Kazakhstan, Russian and international markets. Among foreign
manufacturers, the low-power production of low-power VA wind turbine can be specified in
Finnish company Ropatec, German firms Axeptor, Bekar, Chinese firm Alibaba, etc. Ukrainian,
Russian and foreign scientists are interested in vertical axis machines [2, 3, 8]. All these works deal
with the study of vertical-axial wind turbines Darrieus, with a single rotation shaft.

For more than 20 years paper authors are conducting research on the development of vertical-
axial wind turbine Darrieus type with two coaxially located rotation shafts. Three versions of two-
rotor carousel type wind turbines with a high coefficient of wind energy use (CWEU) are proposed
[10-11]. All inventions are protected by patents of the Republic of Kazakhstan and the Russian
Federation. Let us consider the structural features of the latter construction.
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1. Bidarrieus-2 construction

Development and creation of the two first versions of two-rotor wind power units (Bidarrieus-
1, HBI-rotor ) lead to the possibility of creating the most unique machine that surpasses any modern
wind power units by all parameters (from high efficiency to the simplicity of maintenance). It is
called a WPU Bidarrieus-2 with HBI-rotor, and in Fig.1 the basic design of HBI-rotor is shown.
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Fig. 1. Basic design of HBI-rotor of the turbine Bidarrieus-2:

1 - central shaft, 2 - external shaft, 3 - top span with cover blade connected with central shaft, 4 - lower span
connected with external shaft, 5 - fingers for fixation of an angle between spans, 6 - external stationary case,
7 - bearings, 8 - bolts connecting span 4 with external shaft, 9 - spline, 10 - bolts connecting spans 3 and 4,
11 - blade connected with the top span, 12 - blade connected with the lower span, 13 — pulley connected with
external shaft 2, 14 - pulley connected with central shaft 1, a 15 - figured frame for fastening, 16 and 17 -
opening for fingers of fixation of an angle between spans 3 and 4.

Unlike the Darrieus design with a single rotation shaft, where a straight run is connected to two
working blades, a wind power plant with two coaxially located rotation shafts is proposed.
Coaxially installed shafts of rotation are separated from one another by bearing bearings, which
makes it possible for them to rotate autonomously: as coordinated in the same direction and in
opposite directions. This unit is a two-blade system. The system consists of two semi-spans with
one working each blade, one of the semi-spans is jointed with the central rotary shift and the other —



84 ISSN 1811-1165 (Print) ISSN 2413-2179 (Online) Eurasian Physical Technical Joumal, 2019, Vol.16,No.1(31)

with the external one. As a result, each working blade jointed with this or other semi-spans work
independently. Encumbrance on the way of the wind reduces. This principle has been put in a basis
of creation of WPP with HBI- rotor and this represents originality and novelty of the offered WPU.
The both spans must rotate in one and the same direction with the same angular velocity & . This
results in the increase of the area being swept.

Thus, each of the two working blades rotates independently on the area being swept in the
form of ring surfaces equal to the diameter of the wind turbine and the width equal to the length of
the working blades. The both oppositely arranged blades balance each other and are independent.
Correspondingly, the second blade with a semi-span rotates the external shaft and has the area being
swept of practically the same kinds as the blade jointed with the central shatft.

Because two-rotor carousel type wind turbine Bidarrieus-2 consists from two autonomous
systems or two aerodynamically equidistant nodes that balance each other as a result of a rigid
connection through metal bearings. Therefore, it is sufficient to consider one of these units, for
example, the work of the central shaft due to the influence of the wind flow on blades 1 and 4 (Fig.
2). This allows determining the technical-economical characteristics of each assembly
independently on one another. The results obtained on the first assembly can be adequately
transferred to the second wind power assembly. Wind turbine Bidarrieus-2 has 2 coaxial rotational
shafts separated from each other by bearings 9, which allows them to rotate autonomously.

WIND

000 Blade2

Blade 3 Blade 1

180° 00

- ~_ Blade 4

Fig.2. The scheme of positions of both assemblies during rotation of wind turbine Bidarrieus-2
(designations are the same as in Fig. 1)

Fig. 2 schematically shows the joint of semi-spans 5 and 6 and blades 1 and 4 with the central
shaft of rotation 10 and joint of semi-spans 7 and 8 and blades 2 and 3 with external shaft 11. The
external large circle is a fixed casing 12. Between this casing 12 and external shaft 11 there are
bearings, like in our other two-rotor machines. And the second row of bearings is between the
central shaft 10 and external shaft 11. The increase in  is due to the work of both assemblies. The
system with the central shaft of rotation is the first assembly of Bidarrieus-2. A similar assembly
consists of semi-spans 7 and 8 with blades 2 and 3 jointed with the external shaft of rotation 11.
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Thus, WPU Bidarrieus-2 consists of two assemblies working independently of each other. The
assembly has a special constructive form being know-how.

2. Calculation of the Bidarrieus-2 wind turbine power

The power N, which is developed by the Darrieus WPU with one rotation shaft, can be
determined according to the well-known formula

U3
Nt = §Sp7 ’ (1)
where, S =2m,(— flowed around area, p — air density, U — wind speed, & efficiency of wind

power.
The wind turbine capacity can also be determined if the rotary moment of the wind turbine M

wrb 18 known

N = w.Murb’ (2)

turb

where @ - the angular speed of rotation of the turbine shafts.
Rotary moment of the turbine:

M., =1(IR. |~ R, D), 3)

where E, - tangential component of the lifting power
R =R sina. 4

The lifting power of the blade profile ﬁ, is directed perpendicular to the wind attack speed v
and its volume is determined by [1, 2] formula

2

- V
|R=C, (@) L e"z : (5)

where C (o) = 2rsina — coefficient of the lifting power, L — length of the blade of
symmetric profile with the chord equal to ¢ and V' — attack speed.

The force of air resistance to the movement of the blade is registered [12] in the form of the
following dependence

2

IR, |=C.(a)L 6”2V cosers (6)

where C_ () =0.014+sin” & - coefficient of resistance of wing profile.

The value of the blade chord which represents wing NASA profile 0021 is determined by the
following dependence:

b=1/r,

ro — length of semi-spans of the wind turbine.
Attack speed V' is determined [1] by the formula:

‘V‘:‘U"WZ‘U‘-\/Sin29+(;(+0059)2 (7)

Equating two ratios (1) and (2) to each other we will write down:

3
PU _ o (8)

.S
&8 ,
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Substituting values of the wind turbine parameters we will eventually have the following
dependence the solution of which allows determining the value  for Bidarrieus-2.
@ L-b-r,-[C/() sina—-C ()]

X +2ycosf+1=

As the formula turns out bulky, we will enter designation of 4
&-S-U

= ‘ (10)
@-L-b-1r,-[C () sina—C ()]

For the purpose of simplification of calculations we will use the value equal to the difference
between the dimensionless value 4 and a unit, denoted B

B=1-4
Then expression (9) is transformed into a simpler form
x> +2ycos@+B=0 (11)

From here tip speed ratio y for Bidarrieus—2, in cos 90°=0, will be equal to =15.33. On the basis
of this value the Bidarrieus-2 unit makes 24.41 revolutions per second. Taking into account the
volume of removed power (39.4 kW) at one revolution of a regular wind turbine Darrieus it is
possible to determine the power removed from a wind flow by Bidarrieus-2 wind turbine, with two
shafts of rotation taking into account the number of its rotations (24.41 rps). Taking into account the
twice increase in the power removed from a wind flow when using two semi-spans, we have the
dependence:

39.4 kW x 2 x 24 41rps = 1924 kW.

From this, it is concluded that the wind turbine Bidarrieus-2 with the wind wheel diameter of 6
m removes from a wind flow by each unit the power of 1924 kW, and by both units — 3848 kW (see
Fig. 2) at the parameters mentioned above. Wind turbine Darrieus removes 394 kW of power from a
wind flow.

Thus, it follows that Bidarrieus-2 with both units removes power from the wind flow 10 times
more than regular Darrieus unit. Firstly, such high power is related to the, use of peculiar
construction of semi-spans which double the power removed from a wind flow. Secondly, it is
related to the presence of two independently working units of the device which once again doubles
the power of Bidarrieus-2.

Not the last role is played by the high wind speed (30 m/s) which is also taken into account in
calculation. The calculation of the power for a simple Darrieus wind turbine with one rotation shaft
was carried out at following main parameters: wind power efficiency of &=0.30, degree of tip speed
ratio }=6.2 [13]. Dimensions of the Darrieus aggregate: the diameter of the wind wheel (the wind
turbine span) is 6 m, the length of the working blades is 4 m. The wind speed is 30 m/s. At a given
rate of speed jy, a simple Darrieus wind generator, makes 10 rps, this allowing it to operate at high
wind speeds, i.e. its service life will be practically unlimited. For the twin-screw Bidarrieus-2 wind
turbine, the power consumed by the two DC generators is added together.

Conclusion

The presented two-rotor units are unique, both in terms of design and technical and economical
indicators, and have no analogues in the world. Bidarrieus-2 wind turbine is able to occupy a
dominant position in wind power, due to the high efficiency of wind energy. The results of the
calculations show that for a small installation size (span diameter of about 6-7 meters) Bidarrieus-2
can generate megawatt power from the wind current. According calculations the wind energy
utilization factor for the Bidarrieus-2 turbine can reach 0.7. It has been established that high
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efficiency of twin-rotor wind turbines is achieved with a wind speed of at least 20 m / s. These
findings determine the importance for investment in order to perform full-scale tests of the
Bidarrius-2 wind turbine and industrial production in the future not only in Kazakhstan.
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The paper considers the prospects for the development of alternative energy forms in Kazakhstan, in
particular, wind energy. The article discusses the possibilities of using computer simulation of the
aerodynamics of the flow around a three-bladed wind turbine by the ANSYS FLUENT software
package. The system of initial equations and boundary conditions for solving the problem in
axisymmetric formulation are presented. The results of the construction of the computational domain
and 3-dimensional grid CAD-model of the wind turbine using the subroutine ANSYS MESH are shown.
The analysis of the adequacy of the results of the calculation of the aerodynamic drag force for the
virtual model of the wind turbine at various velocities of the incident flow is made.

Keywords: wind turbine, aerodynamics, rotating cylinder, drag force, 3-dimensional modeling, Reynolds
criterion.

INTRODUCTION

Over recent years, Kazakhstan has been actively developing alternative energy forms, despite
the fact that the transition to renewable energy sources for Kazakhstan looks quite difficult due to
too cheap coal prices (the country ranks eighth in the world in terms of coal reserves) [1-3]. Indeed,
Kazakhstan has significant resources of renewable energy sources (RES), which include water,
wind and solar energy. Wind energy is the most relevant direction for the development of renewable
energy sources, since wind power plants are among the most environmentally friendly ways to
produce energy; they do not require fossil fuels, and do not produce harmful emissions into the
environment.

In 2019, the Ministry of Energy of Kazakhstan plans to launch 11 renewable energy source
facilities with an overall power of about 400 MW and to generate about 2 billion kWh of electricity
[1]. The renewable energy sources market is growing. In 2018, the share of renewable energy in
total electricity production was 1.3%, and by 2030 it is planned to reach 10%. Today, intensive
work on the design and construction of renewable energy source facilities is in progress region-
wise. Favorable conditions are created for the development of renewable energy generating
facilities in Kazakhstan, foreign investors are attracted, and auctions are being held to select
renewable energy projects [2]. All this necessitates of develop small wind power plants that
effectively convert wind energy into electrical or thermal energy.

This paper is concerned with computer simulation of a three-bladed wind turbine with rotating
cylinders, which, under certain flow regimes, permits the use of the Magnus effect [4-7]. To
determine the most effective parameters, both laboratory and field tests under natural conditions of
various wind turbine models were carried out. It is known that the production of mock-ups and the
implementation of full-scale and bench tests require significant financial costs and time. At the
same time, computing technologies in aerodynamics have reached a high level, which ensures the
complementarity of computer simulation and experimental research. The current level of
development of software systems, in particular, ANSYS CFX, makes it possible to model a wide
class of aerodynamic phenomena from laminar flows to turbulent streams with strong anisotropy of
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parameters [8, 9]. For example, the transitional model of turbulence correctly analyzes flow regimes
that are close to laminar ones, flows with developed flow separation zone and attached flow region.

1. Formulation of the problem.

System of equations

The problem under study at this stage is solved in an axisymmetric formulation, i.e. the
dependence on the azimuthal coordinate ¢ is not taken into account. Fluid flow is assumed to be
laminar and is described by a system of control equations in dimensional formulation [10-11],
including:

— total energy conservation equation

d(ph,) dp
ot ot

— momentum equation

¥+V-(pU-U):Vp+V-r+SMm+SM,buoy ; )

— continuity equation

+V.-(pUh,,) :V-(/WT)+V'(U-r)+U-(SM)m, + S0 by ) TSk (1)

dp
2 +V-(pU)=0:.
v (pU)=0; 3)

The following symbols are used in the equations (1-3):
h,=h, +U>/2=@®r’ /2 —total enthalpy in rotary mode;

® —the angular rotation velocity of fluid; » —radius vector; p —fluid density;
A —heat conductivity coefficient; p —pressure; U — velocity vector;
T —temperature; T —viscous stress tensor; S, — energy source;

St ror = 2p0OXU —poX(®@Xr) — the term taking into account the Coriolis force and the
centrifugal force;

S =p,..B(T-T :
ey = PrerBC )8 impulse source formed by buoyant forces;
B —volumetric expansion coefficient; g — gravitational acceleration vector;

Boundary conditions:

It is assumed that the adhesion condition holds on the side walls and at the bottom without
outlet:

Uwall = O ’ (4)

At the upper boundary and in the drain region, values of the velocity U and its components
along the coordinate axes u; are given:

Uiir = “axmllT + uradialj g, k Uir = uaxiallT + uradialj T U k

Usia = Uy Usial = Uy

Upgiar =0 ’ Uit =0 ®)
Uiy =0 Uiy =0

The computations based on equations (1-3) with boundary conditions (4-5) were performed in
the ANSYS CFX and ANSYS FLUENT software package.
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2. Grid model using the ANSYS MESH subroutine

Previously, an unstructured computational grid of the model was generated in the ANSYS
MESH subroutine [9]. As main elements of the computational grid tetrahedrons were chosen; those
of the walls were prisms. To simulate the flow in the boundary layer, 18 prismatic layers clustered
against the walls were developed. Fig. 1 shows a general view of a two-dimensional computational
grid. In the procedure, some general recommendations on generating computational grids used to
solve other classes of gas-dynamic problems were taken into account, such as: the two neighboring
mesh ratios in the region of greatest gradients should not exceed 1.25, the same at interblock
boundaries — 2.0 [8, 9]. After the grid had been generated, its quality was checked. As an estimation
parameter, the quality parameter was used, the value of which should be at least 0.1.
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Fig.1. The preliminary 2-dimensional grid model of the wind turbine.

The maximum value of the dimensionless near-wall coordinate Y ' pay for the grid from the first
point was 80.29, and for the grid of the second type it was 102.34. Thus, for the computational
domain of the 3-dimensional model, a grid with the number of elements of more than 3,000,000
cells was generated, Fig.2.
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Fig.2. The 3-dimensional grid model of the computational domain around the wind turbine.
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Fig. 1 shows that at the initial stage, in the 2-dimensional model the diameter of the cylindrical
blades of the wind turbine decreases from their base to the ends, as if they are cut off. As a result of
numerous experiments, at the stage of generating 3-dimensional model, the experimenters were able
to develop a model of a three-bladed wind turbine with cylindrical blades having flat disks at the
ends. Fig.2 most accurately shows the real design [7, see Fig.2]. It can be seen that the diameter of
the end bases of the blades is larger than the diameter of the cylindrical blade itself.

Thus, in the ANSYS CFX and ANSYS FLUENT software package, a CAD-model of a wind
turbine was developed. That was a wind turbine with blades in the form of rotating cylinders having
flat disks at its ends. After that, computational models were developed in DESIGN MODELER.
Then, using the mesh generator ANSYS MESH, calculation grids were generated for each element.
Next, the computational domains were assembled in the CFX-Pre pre-processor. Figure 3 shows
one of the variants of mathematical modeling of a three-bladed wind generator, where the rotation
of a cylindrical blade with a flat end is shown.

el | — LT L OANSYS)

Fig.3. Three-dimensional modeling of the rotation of a wind generator cylindrical blade.

For the numerical implementation of the problem in the described formulation, finite-element
software packages ANSYS CFX and ANSYS FLUENT were used. The assumptions about the axial
symmetry of the problem and the laminar flow regime permitted to essentially reduce the number of
computational nodes and the computation time. In the environment of the same application, the
boundary conditions of the problem were set, the accepted assumptions were taken into account
and, after completion of the preparation process of objects for modeling, computations could be
performed.

3. Discussion of the results

For this particular case, 3.09 million point-elements of the grid model were used in the
computations. Computer simulation was made at initial temperature parameters of 288K (15°C) and
293K (20°C). The results showed that in this range there was no effect of temperature on the values
of the drag force. As a result of the calculations, the authors found the values of the drag force and,
accordingly, the drag coefficient when the air flow velocity changed, the maximum value of which
was 10m/s. The direction of the incident flow was perpendicular to the plane of the wind wheel and
did not change.



92 ISSN 1811-1165 (Print) ISSN 2413-2179 (Online) Eurasian Physical Technical Journal, 2019, Vol.16, No.1(31)

Fig. 4 shows the change in the drag force value Fd of the virtual model of the wind turbine at
different incident flow velocities. The nature of the dynamics, i.e. an increase in the Fd values
corresponds to the physical phenomenon, which is confirmed by experimental data [4-6].

The following known formulas were used to calculate the dimensionless parameter [9]. The
formula for determining the Reynolds number:

Re = ud (6)
1%
where u is the velocity of the air flow, approaching the cylinder; d is the outer diameter of the
cylinder under study; v is the kinematic viscosity of air.
The formula for determining the drag coefficient:
CX = Fél
PU_g
2
where F; is the drag force; u is the air flow velocity; p is the air density; S — is s the cross-
sectional area of the wind wheel.
The found dependence of the drag coefficient of the virtual model of a wind turbine on
Reynolds number practically coincides with the exponential law of variation for the ideal case of a
cross flow around a cylinder, Fig.5.
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Fig. 4. The dependence of the drag force on the air flow velocity.
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Thus, the found results of a 3-dimensional modeling of the dynamics of the aerodynamic drag
force of a virtual three-bladed model of a wind turbine with rotating cylindrical blades reflect, in a
first approximation, the physical flow pattern in the range of air flow variation from 3 to 10 m/s.

Conclusion

At this stage of the simulation, the action of the Magnus effect on the flow aerodynamics has
not been studied. Nevertheless, the technique for building a CAD model of a three-bladed wind
turbine and simulation of its flow in the ANSYS CFX and ANSYS FLUENT software package has
been developed. The ANSYS CFX complex permits to solve complex engineering problems of both
internal and external aerodynamics, and to determine the optimal design parameters when exposed
to various aerodynamic loads. The calculation of the most efficient flow parameters of the wind
turbine will be carried out in ANSYS CFX with corrected graphical parameters of the model in a
wider range of boundary conditions.
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In the article are given results of studies of laser photoacoustic for determination of the
thermophysical properties of materials by the microphone detection circuits. It has been shown that the
photoacoustic method for determining the thermophysical properties of materials, complementing other
existing methods. The characteristic features of the application of the photoacoustic method based on
the Rosencweig-Gersho fundamental theory are considered. The mathematical model of the problem for
determining the thermal diffusivity of solid-state materials in one-dimensional and three-layer
photoacoustic cell is developed. The proposed photoacoustic method can be successfully applied to the
study of materials that are complex in structure, such as structurally inhomogeneous, multilayer,
composite, powdery, nanomaterials, etc.
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Introduction

The developments of the modern fundamental science and innovative technologies, as a rule,
contribute to the emergence of new physical and chemical research method sand to various
materials with predetermined properties. In particular, the fundamentals study of the structure of
substances at the atomic and quantum levels, laid down in the beginning of the last century, led in
the second half to the discovery of optical quantum generators in the optical range: masers in the IR
(1954) and lasers (1961) - in the visible radiation region, the authors of which were awarded the
Nobel Prize in Physics. Thus, the discovery of lasers, in turn, contributed to the emergence of a
number of completely new, research methods of substances, including laser photoacoustic (PA)
spectroscopy.

Thermophysical methods for studying the properties of materials, in addition to studies of
generally accepted standard thermophysical coefficients (thermal conductivity, heat capacity,
thermal expansion, thermal diffusivity, etc.), as well as temperature changes and other related
coefficients: optical, mechanical, structural, and many others, are human activities (sciences,
technology and production).As noted, despite some progress and the development of theoretical
methods for determining the thermophysical properties (TP) of materials (analytical, numerical,
computer simulations, etc.), experimental methods still remain the real source for determining and
obtaining information [1-2].The correct choice of the method for determining the TP of materials
depends on a number of factors that must be considered in their research: on the possibility of the
method itself, the physical states and characteristics of the object of study, on the conditions of the
experiments set (measurement accuracy, temperature range, source selection, etc.It is known that at
present, there are numerous standard equipment and instruments for determining TP materials from
different manufacturers.

It may be noted, for example, the German company Netzsch, which offers a sufficient set of
thermophysical instruments and equipment, including those based on the laser flash method (LFA)
in a wide temperature range. However, despite their high quality indicators, there are a number of
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necessary limitations that should be carried out when conducting experimental work. Characteristic
features of the considered laser PA methods are: high sensitivity and resolution, versatility, non-
contact, high information content, speed, wide areas (practical) applications, sufficient simplicity
and inexpensive, available experimental equipment. Due to these qualities, PA methods are
successfully applied in almost all areas of scientific research, both fundamental and practical [3-5].
In the framework of this work, we will consider the possibilities of the laser FA method with an
indirect (microphone) registration scheme in determining the thermal diffusivity of materials.

1.Mathematical model of the problem.

The theoretical fundamentals of laser photoacoustic methods for determining the thermal
characteristics of materials are currently rather well studied, as a rule, at moderate power densities
of optical radiation [4-6] and far from the phase transition point.

The main regularities between the values of the PA signal and the desired thermal parameters
of the studied substances, with an indirect registration scheme, are described in the framework of
the Rosencweig-Gersho (RG) linear theory [8]. Basically, precisely in the linear mode, the results of
PA experiments in determining the TPS of various materials and substances are the most preferred
and coincide with the literature for known materials [7-11].We present an analysis of the theory of
the laser PA method for determining the thermal diffusivity of solid-state materials, following the
condition of [8], i.e. for one-dimensional and three-layer PA chamber consisting of: a transparent
gas (air), a sample with an absorption coefficient # and a substrate (Fig.1). The amplitude
modulated laser radiation with intensity / =1, (1+cosar) / 2 and modulation frequency ® falls on

the surface of the sample under study. Denote by lIg, Is and 1b the thickness of the gas layers, the
samples and the substrate, respectively.

backing sample gas Window

A1 2
I=l1+cosomit)2 ] ” Laser beam

N .

K 0 I Lg =

Fig.1. One-dimensional and three-layer PA cell.

It is assumed that the heat released in the sample is transferred to the near-surface layer of gas
in the chamber and the substrate, only due to a thermal conductivity, i.e. temperature and heat

fluxes at all boundaries are continuous. This layer of gas, thickness is 27zu,, where u, = ,/2a, /@ -

the thermal diffusion length, periodically expanding causes an acoustic pressure oscillation in the
PA cell. The viscosity and finiteness of the speed of sound in a gaseous medium are neglected, i.e.
are met a conditions /, << 4, . Under such assumptions, the main task of the PA effect is reduced to

determining the periodic component of the temperature field at the sample — substrate interface. It is
may be found from the solution of the system of differential heat conduction equations for a gas, a
sample and substrate:
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90°T, 1 oT,
s _ e 0<x<l, (1)

ox? a, ot ¢

2
J T2 :LE_A[Hexp(iwt)]exp(ﬂx) , =1 <x<0 )
ox~ a, ot

2

07T, _ 1 0T, , (<1, +1)<x<-1 (3)

dx°’ a, Ot

Here, T,(x,t)- temperature oscillation, regarding ambient temperature 7;, for the
corresponding layers, k,, a, = k,/C , - heat conductivity and thermal diffusivity coefficients,
Cy, =(pc,), - specific heat per unit volume, (indicesi = s,b, g denote the sample, substrate and the

gas filling the PA cell, respectively), 4 = B,/ 2k, n- the efficiency, which the absorbed light is

converted into heat through nonradiative transitions.

The necessary boundary conditions for solving the system of equations (1) - (3), follow from
the requirement of continuity of temperature and heat fluxes on the substrate — sample and sample —
gas boundaries, as well as from the condition of equality of the cell wall temperature with the
ambient temperature 7}, :

T;;(O’lg) = Tl;(()a_l_lb) = 07 T:g(()’t) = T;(O’t)a];;(_l’t) = T;(_l’t)

4)
oT, daT, a7, oT, (
kga_xg(oat):ksa_xs(oat)a kba_;(_lat):ks axs (_Zat)

Thus, the systems of equation (1) - (3) together with the boundary conditions (4), represent the
general thermal part of the mathematical model of the problem [8].To the solve acoustic part of the
problem, it is assumed that the generation of acoustic (sound) waves occurs adiabatic (the test
sample inside the PA cell is sealed) and the pressure increment can be determined from the
adiabatic equation of an ideal gas:

OP/P,=yoV/|V, or PV’ =const, Q)

where, y=C, / C, - the ratio of the heat capacities of the gas.

allows to consider the propagation of acoustic

a

The above mentioned condition is /, << A
waves in the PA cell as a voluminous, and use the ratio OV/V, = &(t)/ l,, where are the
movements &(¢) can be defined as: dx(r) = 27u,6(t)/T,. For the solving acoustic part of the
problem, need to determine the average value of T, (x,w) by thickness 2zu, , determined from the

system of equations (1) - (4) for the thermal part of the problem. Therefore, for the acoustic part we
have:

Ry2m,0,() ©
LT,
The systems of equation (1) - (4) together with (6) represent a mathematical model of the
problem.

OF, (1) =

3. Analysis of the thermal coefficients

As the analysis shows, the expression for, the dependence of the parameters of the PA signal
included in (6) on the optical, thermal, and geometric parameters of the studied media, as well as
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the substrate and the buffer gas, is rather complex and ambiguous for the practical application, i.e.
analysis of the results of PA experiments. Therefore, for the physically clearerand practical
application [8], it is expedient to allocate 6 special cases, for the two most practical important cases:

A) for optically transparent samples, where the inequality is true /, < i, where ;= S the

optical absorption length (that is, when the laser radiation is not completely absorbed by the sample
and its significant part passes through the medium);
B) for optically opaque samples takes place / >y, when the sample completely absorbs laser

radiation at a distance u, significantly smaller than its thickness /. The relations between the
quantities both x, and x ,on the one hand, u, and / on the other, make it possible to obtain the

six particular cases for A) and B) cases.

In the RG- theory [8], a more detailed analysis is given for each case, the type of dependence
of the parameters of the PA signal on the thermal, optical and geothermic characteristics of all the
layers of the PA camera and the source of (laser) radiation is determined. Now we are consider
some typical special cases of the RG-theory in determining the thermal characteristics of materials

3.1 Optically transparent and translucent samples / < x4,

For this case were identified the thermal conductivity and thermal diffusivity coefficients for a
number of transparent and translucent nanocomposite polymeric materials [12].In particular, when

the substrate is considered optically thick, i.e. r, >>1 and the thermal coupling, between the layers
of the PA cell, is taken to be: b, <<land b,  <<1, for the complex value of the PA signal, we have:

‘ép‘zpomblo Mg 4bbs
‘21T, ko, expo,L,)~exp(-0,l,)

: (7
Where, for amplitude and phase of the signal we get:
b
o~ A2 exp-ar 1), ®
kho-b

and ¢ =1, /%—% 9)

Here, A= M
V21T,

g7 0

. It can be seen that in this case the phase and amplitudes of the PA signal

have frequency dependencies as Vo, o™, respectively.

3.2 Analysis of a particular case for optical opaque and thermally thick samples
(ﬂs < ls < ﬂﬂ)
This corresponds to case 5.2 (b), according to [8]. The characteristic amplitudes of the PA
signal and its frequency dependences are as follows:
2
r
‘éP‘ - A, 'ug'us2 ’ (10)
SR Jy kR

and the frequency is: @ '. Here r and R, the radii of the laser beam and the PA cell,
respectively.



98 ISSN 1811-1165 (Print) ISSN 2413-2179 (Online) Eurasian Physical Technical Journal, 2019, Vol.16, No.1(31)

Obviously, with FA experiments the value of ‘5Pg‘ on the left part of the (10) determined by

microphone (i.e. experimentally) and the required thermal characteristics (conductivity, diffusivity)
are determined from the corresponding dependences of the quantities in the right-hand side. In
particular, determining the coefficient of thermal diffusivity as, can be determined other

thermophysical coefficients, as well as, the thermal diffusion length u =./24,/@ depending on

the frequency of modulation of laser radiation or the amount of thermal activity (effusivity):
A4=,/pC k of the materials. For example, when performing calculations for the coefficient of

thermal conductivity of quartz powder (Si —powder), with the values of the parameters [13]:
y=1.402;P = 9.9><105Pa;10 =47 2mW /sz;,ug =2.5%10 *cm;

I =1.1em;Ty =293 K;r =0.27cm ;R = 0.5cm oc OP = 0.034 Pa
was received: K, = 0.99J /sxmx K .

Conclusion

Thus, we can conclude that, the PA method for studying the thermal properties of materials has
a number of features that substantially differ from other methods. The analysis shows that, despite
the numerous methods for determining the thermophysical properties of materials, the PA method
with a microphone detection, due to a number of its advantages, can also be successfully used in
determining the thermal characteristic of various materials, especially where it is difficult to
determine them by other methods. By changing the modulation frequency of the laser radiation, one
can determine the length of thermal diffusion and, thus, determine the coefficient of thermal
diffusivity of samples to different depths. This allows us to determine the thermophysical
parameters, such "inconvenient" for other methods, samples such as multilayer, coated, composite,
nanomaterials and others.
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In this paper we consider the influence of environmental parameters on the electrons work
function and the contact potential difference of metal parts of machines. Experimental studies have
been carried out, including measurements of the contact potential difference on samples from Al, Ti and
Ni by the Kelvin-Zisman method at different temperatures, pressures and relative humidity, as well as
in non-equilibrium and equilibrium environmental conditions. Measurements of the contact potential
difference were carried out by the device "Surface-11". Atmospheric parameters were measured by the
digital meteorological station HAMA EWS-800. The results of measurements of the contact potential
difference of metals were processed by methods of mathematical statistics. The results of experimental
studies have shown a direct effect of changes in ambient temperature on the contact potential difference
and the electrons work function of metal samples, which has an average correlation. It is found that
atmospheric pressure and relative humidity have a weak effect on the contact potential difference and
the electrons work function of the metals under study, their influence can be neglected. The effect of
equilibrium and non-equilibrium environmental parameters on the contact potential difference and
electrons work function of metal samples is studied. The results confirming the reduction of the contact
potential difference (increase in the electrons work function) of metals, as well as an increase in the
mean square deviation of the measurement results under non-equilibrium environmental conditions are
obtained. On the basis of the research it is recommended to measure the contact potential difference of
metals in the laboratory.

Keywords: electrons work function, contact potential difference, metal, surface, temperature, pressure,
humidity.

Introduction

The method of contact potential difference, which consists in the comparison of the electrons
work function of metals, is promising method of nondestructive testing of metal machine parts [1].
The actual task is to ensure the reliability of nondestructive testing of metal parts of machines. Not
fully studied is the effect on the method of contact potential difference parameters of the ambient
air. Consider the effect on the electrons work function and the contact potential difference of metals
such parameters of the atmosphere as temperature, pressure and humidity. Let's start with the
analysis of literary sources devoted to this problem.

Temperature dependence of the electrons work function and the contact potential difference of
metals. The temperature dependence of the contact potential difference was discovered and studied
by A. Volta, his First law States: "On the contact of two different metals, a potential difference
arises, which depends on the chemical nature and the temperature of the junctions." A.F.
Vladimirov points out [2] that the electrons work function depends on the temperature, which is one
of the main thermodynamic parameters of a solid. This dependence is reflected in the concept of
temperature coefficients of the electrons work function. However, the experimental data on the
temperature coefficients of the electrons work function are contradictory; their sign can be both
positive and negative, depending on the experimental conditions [2].
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Meanwhile, in [3] it is indicated that at present there is no quantitative theory of temperature
dependence of the electrons work function. An example of the temperature dependence of the
contact potential difference is the capacitor sensors of temperature measuring devices [4]. The
sensor of the device for measuring the contact potential difference of the design scheme Kelvin-
Zisman has in its composition a vibrating measuring electrode for comparing the workings of the
electrons work function, which when measuring the contact potential difference is applied to the
controlled object and forms a dynamic capacitor, one of the plates of which fluctuates. The
temperature dependence of the dynamic capacitor is based on the change in its capacitance C due to
changes in the relative permittivity between the surface of the metal part and the measuring
electrode according to the following formula:
€, € S, (1)

d
where £;~8.8542-10""* F/m is the electric constant (vacuum permittivity);

¢ 1s the relative dielectric constant, for dry air €=1.00059;

S is measuring electrode area, m’;

d is the gap between the measuring electrode and the metal surface, m.

In [4] it is shown that significant changes in the ambient temperature can affect the capacitance
of the dynamic capacitor due to changes in the area of the measuring electrode S according to the
formula (1) due to the thermal expansion of the metal of the measuring electrode.

In [5] calculations of electrons work function Cu with Ni, Co and Fe coatings at different
temperatures are presented. It is shown that with increasing ambient temperature the electrons work
function of these systems decreases.

The increase in ambient temperature intensifies physical and chemical processes on the surface
of metal parts of machines, for example, such as adsorption, corrosion tribological and others. As a
result, the electrons work function of metal parts also changes [6].

In [7] provides details of the calculations of the temperature dependence of the electrons work
function of the Al, which show the constancy of the electrons work function in the temperature
range from 0 to 420 K. At ambient temperatures of more than 420 To the work function of the
electrons begins to decrease.

In [8] it is indicated that the electrons work function of metals, as well as their other properties,
depends on temperature, the formula of dependence electrons work function ¢ on temperature T Is
given:

3
(P:(Po—Ek‘T, (2)

C=

or

(P:(po_&' > (3)

where @ is the electrons work function at absolute zero;

k is Boltzmann constant;

€ is the coefficient dependent on the crystal structure of the metal (Ea=583, Er=438, £ag=478,
Exi=318, Ecv=307).

As can be seen from the formulas (2) and (3) with increasing temperature 7" electrons work
function ¢ decreases. The authors [8] associate this with the absorption of energy by electrons
inside the metal. It is assumed that the increase in the energy of each electron with increasing
temperature is 3/2 k-T. The temperature dependence of electrons work function of 74 metals was
analyzed in [9] and it was found that it is insignificant for most metals. In this paper, it is indicated
that the determination of the temperature dependence of the electrons work function by measuring
the contact potential difference is ineffective.
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In [10] it is indicated that the electrons work function changes with temperature. The author of
the work [10] connects this fact with the change in the concentration of gases destabilizing the
electrons work function, the concentration of which depends heavily on the ambient temperature. In
the same work it is noted that the determination of the electron yield according to thermionic
emission gives reproducible results only for refractory metals such as W, Mo, Ta. For Fe, Cu, Ni,
Ag reliable results of the temperature dependence of the electrons work function at electron thermal
emission have not been obtained. In [4] it is shown that the capacitance of the capacitor changes
with temperature due to changes in the relative permittivity € (see formula (1)).

1. The effect on the electron work function of contact and difference potential of
metal parts of machinery pressure and humidity of the atmosphere.

The operation of the electrons work function depends to a large extent on the conditions of
interaction of surfaces with the surrounding atmosphere. Therefore, in order to exclude the
atmospheric effect on the value of the measured electrons work function, its laboratory studies are
trying to be carried out in a vacuum. However, when determining the electrons work function for
technical purposes it is difficult to observe.

The results of experimental studies of the dependence of the contact potential difference
between the measuring electrode from Pt and samples from different materials determined at
different atmospheric pressures are shown in [11]. The authors point out that at different pressures
the contact potential difference of metals varies slightly. Almost always, the contact potential
difference at a pressure of 1-10° Pa is greater than in vacuum. This is explained by the authors of
[11] the difference in the adsorption-desorption processes on the surface of the samples.

The authors of [12] were performed to measure the distribution of the electron work function at
the surface of samples of alloy DI1479 for several months with simultaneous fixation of the
temperature, pressure and humidity. The correlation of the change in the values of the electrons
work function with the change in air pressure and humidity is established. An increase in humidity
by 5 % leads to a corresponding decrease in the electrons work function, by about 20 meV, and
Vice versa. The authors of this work believe that the increase in the electrons work function with
increasing humidity is associated with an increase in the number of water molecules adsorbed on
the surface of metal parts of machines. In the absence of aggressive substances in the air, the
electrons work function is stable enough for tens of minutes.

In [6] the results of experimental studies to determine the effect on the measurement of the
electrons work function of atmospheric humidity are shown. The electrons work function of Sb, Zn,
Cd and their alloys was measured by the contact potential difference method. Studies have shown
that the electron yield of these metals and alloys in a humid air atmosphere is greater by a value of
30 to 50 meV than in a dry air atmosphere. The measurement of the electrons work function in the
dehydrated air the authors the work was carried out in a special chamber, the entrance to which is
set a trap for moisture from the liquid nitrogen, which allowed to reduce the concentration of H,O
in the chamber to a value of 0.005 g/m”.

In [13] it is shown that the determination of electrons work function the samples of Al, Zn and
W by the method of contact potential difference in a humid atmosphere leads to a decrease in the
contact potential difference. The authors of [13] suggest that the reason for this is water vapor in the
air, bringing a negative charge, which partially passes into the metal, and then remains on the
surface of the metal in the water layer. When measuring the contact potential difference, the water
then evaporates in the dry air and the contact potential difference increases (the electrons work
function decreases).

With a joint change in the temperature and humidity of the ambient air according to the
formula (1) capacitance of the capacitor formed by the metal part and the measuring electrode, the
relative permittivity of €, changes according to the semi-empirical dependence derived by
A.R. Volpert [14]:
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& =1+£{28+M-(13—5—0.0039D, (4)
T p T

where p is the air pressure, Pa;
T is thermodynamic temperature, K;
pa is  elasticity of  saturated water vapor at a given temperature;

38.16
lep =23.19+-—>010 5 7g.
& T—46.13

x is relative humidity, %.

Relative permittivity of air € can be determined according to the formula [14]:
n-o
<, )

where 7 is the number of gas atoms in 1 m’ of air;

£0~8.8542-107"% f/m is electric constant (permittivity of vacuum);

o, is electron polarizability of the molecule, F-m®.

With

e=1+
80

; (6)

where p is the air pressure, Pa;

k is Boltzmann constant;

T is the temperature, K.

The relative permittivity of air is very close to the square of refraction of sunlight and increases
with the radius of atoms of gases contained in the air [14]. An example of the dependence of the
contact potential difference on the atmospheric humidity is the condenser sensors of moisture
meters [4]. Recall that the sensor developed by us meter contact potential difference is a dynamic
capacitor. The dependence of the dynamic capacitor on humidity is based on the change in
capacitance C due to changes in the relative permittivity € between the surface of the metal part and
the measuring electrode according to the formula (1). The dielectric constant generally increases
with increasing ambient humidity [4]. Thus, the analysis of literature sources shows the dependence
of the electrons work function and the contact potential difference on the environmental parameters.

2. Experimental procedure

The authors conducted experimental studies of the dependence of the contact potential
difference of metal samples of pure Al, Ti and Ni on the temperature, pressure and relative humidity
of the air atmosphere. The studies were conducted in laboratory conditions.

Parameters of the surrounding atmosphere — pressure, temperature and relative humidity were
estimated by the digital weather station HAMA EWS-800 with the declared accuracy of 2 %.

The range of measured environmental parameters in the course of observations was:

- temperatures from 14 to 29 °C with an average temperature of 23 °C,;

- atmospheric pressure from 963 to 1022 hPa, with the average value of pressure of 997 hPa;

- relative humidity from 19 to 59 % with an average value of 34 %.

The studied samples of Al, Ti and Ni were previously thoroughly cleaned and dried.

With the help of the device "Surface-11" [15] for several months, more than 300 sessions of
measurements of the contact potential difference on the samples were performed. Each
measurement session of the contact potential difference consisted of several measurements of the
contact potential difference. Statistical methods were used to process the results of measurements of
the contact potential difference, the results of calculations are presented in the Table 1. As can be
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seen from the table, the greatest stability of the results of measurements of the contact potential
difference has Ni, so it is used as a material of measuring electrodes of sensors for measuring the
contact potential difference.

Table 1. Statistical characteristics of the investigated contact potential difference

Metal Estimation Of.m athematical Mean square deviation, mV
expectation, mV
Al 874 75
Ti 284 70
Ni 208 65

3. Results of the experiment and their discussion.
3.1 Temperature influence.

Figure 1 shows the dependence of the contact potential difference U of the samples from Al,
Ti, Ni on temperature t, ceteris paribus: at a pressure of 997410 hPa and a relative humidity of 34+2
%. The graphs presented in figure 1 are constructed by the least squares method by 14 values of the
contact potential difference measured at an air temperature of 14 to 29 °C.

1000 -
U mV
800 -
U,y = -9,6035¢ + 1092,7
R*=0,54
600 -
Uy = -15,623t + 641,45
400 R2=0.7]
200 -
Uy = -7,9614¢ + 397,03 X
R*=0,63
0 1 1 1 1
10 15 20 25 30
oAl oTi: ANi ¢, °C

Fig.1. Dependence of the contact potential difference U on the ambient temperature ¢

Figure 1 also shows the formulas describing this dependence U(¢) for Al, Ti and Ni, as well as
the value of the determination coefficient R°. The reduction of the potential difference U with
increasing ambient temperature ¢ can be explained by an increase in the dielectric constant & with
increasing temperature according to the formula (1).

As can be seen from figure 1, there is a correlation between the contact potential difference U
and ambient temperature # — high for Ni and Ti, and average for Al. The dielectric constant of the
air € increases due to the fact that with increasing temperature the air becomes more sparse and
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there is a smaller number of » air atoms in 1 m’, transmitting an electric current between the
measuring electrode and the metal part according to the dependencies (5) and (6).

3.2 Influence of atmospheric pressure.

Figure 2 shows the dependence of the contact potential difference U for samples from Al, Ti
and Ni on the air pressure p, ceteris paribus: at an air temperature of 23+2 °C and its humidity of
34+2 %. The graphs presented in figure 2 are constructed by the least squares method using 39
values of the contact potential difference measured at atmospheric pressure from 963 to 1013 hPa.
Also in figure 2 formulas describing the dependences U(p) and the determination coefficients R* are
presented.
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Fig.2. Dependence of contact potential difference U on air pressure p

Figure 2 shows that there is a slight increase in the contact potential difference U with
increasing atmospheric pressure p, due to the increase in the number of transmitting electric charges
of atoms 7n according to the formulas (5) and (6), but the correlation between them is small. Under
normal atmospheric conditions, the influence of atmospheric pressure on the contact potential
difference and the work of the electron yield, apparently, can be neglected.

However, it should be noted that when measuring the contact potential difference at extremely
low atmospheric pressure, for example, at high altitude, the contact potential difference may
decrease more intensively. Moreover, the factor of influence on the contact potential difference of
air pressure should be taken into account when measuring the contact potential difference at
artificially reduced (for example, in vacuum) or, on the contrary, at increased (for example, when
pumping air) atmospheric pressure.
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3.3 Influence of air humidity.

Figure 3 presents the results of analysis of 69 sessions of studies of the dependence of the
contact potential difference U on the relative humidity y all other things being equal: at an air
temperature of 23+2 °C and an atmospheric pressure of 997+10 hPa. Also, figure 3 presents the
formulas describing the dependence U(y), and the coefficients of determination R?, characterizing
the relationship between the contact potential diversity and air humidity.
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Fig.3. Dependence of the contact potential difference U on the relative humidity y

Figure 3 shows an ambiguous dependence of the contact potential difference U of different
metals on the relative humidity y — direct for Al and inverse for Ni with low determination
coefficients R°. On the contact potential difference of the samples from Ti, the change in air
humidity  had virtually no effect (R*~0).

Different adsorption processes can explain the difference between the dependence of the
contact potential difference on the relative humidity of the air— direct for Al and reverse for Ni, on
their surface when interacting with water. For samples from Al, this interaction is acceptor (leads to
a decrease in the contact potential difference), and for samples from Ni — is donor in nature,
resulting in a slight increase in the contact potential difference [6]. However, it should be noted that
the measurements of the contact potential difference took place in a relatively dry air atmosphere
and it can be assumed that higher humidity can have a greater impact on the contact potential
difference.

Thus, the pressure and humidity under normal atmospheric conditions do not significantly
affect the value of the contact potential difference, in contrast to the temperature, which slightly
changes the relative permittivity € of the gap between the metal part and the measuring electrode,
and accordingly to the measured capacitance of the linamic capacitor C according to the formula
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(1). However, in the source [4] there are indications of a joint effect of atmospheric parameters —
an increase in air humidity further enhances the effect of temperature on the relative permittivity ¢
of air humidity, and, consequently, on the contact potential difference. Therefore, the measurement
of the contact potential difference in a humid air atmosphere, in our opinion, is not acceptable.

We carried out measurements contact potential difference in an artificially humidified
atmosphere. When measuring the contact potential difference device "Surface-11" at a relative
humidity of more than 80 %, the mean square deviation ¢ of the contact potential difference
increased sharply. Reliability of measurements of contact potential difference decreased. This
should be taken into account when nondestructive testing of metal parts of machines. Therefore,
nondestructive testing by the method of contact potential difference of metal parts of machines is
recommended to be carried out in the laboratory with normal and stable air parameters.

3.4 Measurement of contact potential difference in non-equilibrium atmospheric
conditions.

In [16] it is shown that in non-equilibrium environmental conditions the electrons work
function increases in comparison with the electrons work function measured in equilibrium
conditions. The authors carried out experimental measurements of the contact potential difference
by the device "Surface-11" [15] on 10 flat samples from pure Al, Ti and Ni. The surface of the
samples was pre-cleaned with petroleum ether and dried for 15 minutes. Measurements of the
contact potential difference were first carried out in the laboratory under the following
environmental parameters: atmospheric pressure 1007 hPa, temperature 24 °C and relative humidity
19 %. Then measurements of the contact potential difference on the same samples from Al, Ti and
Ni were carried out in non-equilibrium conditions on the street for 10 minutes, where the
atmospheric pressure increased to 1009 hPa, the air temperature decreased to 15 °C (the samples
and the surface-11 device were cooled) and the relative humidity increased to 23 %. The parameters
of the surrounding air atmosphere were estimated by the digital weather station HAMA EWS-800.
At the same time, a decrease in the contact potential difference of the samples measured on the
street under non-equilibrium conditions of the surrounding atmosphere was observed. With further
stabilization of the new values of temperature and relative humidity (outside), the contact potential
difference of the samples increased slightly, although it did not reach the laboratory level.

The arithmetic mean value (estimation of mathematical expectation), dispersion and the mean
square deviation of the measured values of the contact potential difference were calculated. The
results of measurements of the contact potential difference U and its mean square deviation ¢ in
equilibrium conditions (indoors) and non-equilibrium conditions (outdoors) of 10 samples from Al,
Ti and Ni are presented in figures 4 and 5, respectively.

Figures 4 and 5 show that in non-equilibrium atmospheric conditions the contact potential
difference decreases and the mean square deviation of the contact potential difference increases.
Moreover, this effect of reducing the contact potential difference of metal samples and increasing
its mean square deviation is observed when cooling the samples on the street and when they are
heated indoors. The values of the contact potential difference measured in equilibrium and non-
equilibrium conditions, as seen in figure 4, differ: 80, 29 and 35 mV for Al, Ti and Ni, respectively.
The decrease of the contact potential difference (increase of the electrons work function) of metal
samples under non-equilibrium conditions is explained by the increase of temperature gradient on
the surface and in the depth of the metal, increase of the electrons work function due to the decrease
of internal energy of a solid with the stabilization of its energy state.

The increase in the mean square deviation of the contact potential difference for Al in figure 5
was 48 mV, for Ti 43 mV and for Ni 22 mV. The increase in the mean square deviation of the
measurement results of the contact potential difference is explained by the intensification of
adsorption-desorption processes on the metal surface, as a result of which the electron yield and the
surface potential of the metal change.
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Fig.4. Average values of contact potential difference U of samples from Al, Ti and Ni measured in
equilibrium and non-equilibrium atmospheric conditions
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Fig.5. Values of the mean square deviation ¢ of the contact potential difference of samples from Al,
Ti and Ni measured in equilibrium and non-equilibrium atmospheric conditions

Reducing the contact potential difference U and increasing its mean square deviation ¢ when
measured under non-equilibrium conditions according to figures 4 and 5 is a reversible process. In
subsequent measurements in the laboratory, the contact potential difference of the samples came to
the initial state. In addition, figures 4 and 5 show that the decrease in the contact potential
difference U is commensurate with the magnitude of the change in the mean square deviation .
This indicates a slight influence of non-equilibrium environmental conditions on the reduction of
the contact potential difference (increase in the electrons work function).

It should also be noted that the reduction of the electrons work function under non-
equilibrium environmental conditions is not strictly. Figure 4 shows the arithmetic mean values of
the contact potential difference calculated from 10 samples from each metal. On the surface of
metals, new energy States can be formed and with less electrons work function (greater contact
potential difference) than under equilibrium conditions [16].
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Conclusion

Thus, the determination of the electrons work function of metal parts of machines by the
method of contact potential difference, in order to increase the reliability, it is recommended to
carry out in the laboratory with constant environmental parameters. This recommendation will
make it possible to more accurately obtain the values of the contact potential difference and,
accordingly, the electrons work function of structural metal materials, adequately assess the energy
state of the surface of metal parts of machines, reduce the economic costs in their manufacture,
operation and repair.
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The article discusses structural features of wireless data transmission technologies. Based on
client-server architecture, a data transmission algorithm has been developed. This algorithm includes
the possibility to retransmit with automatic search for the optimal path. A system of heterogeneous data
transmission is proposed, which ensures high efficiency of remote data collection and transmission
under the conditions of intensive interference. The data transmission system provides automatic
selection of the optimal data transmission path.

Keywords: wireless technology, data transmission, heterogeneity, retransmission.

Introduction

Nowadays, wireless data transmission technologies are widespread and today they are
experiencing a kind of boom due to the undeniable advantages that they have. At present, for
developers of wireless communication technologies, designing and producing a wireless data
transmission system suitable for retransmitting and optimizing the data transmission path is an
important task, both in terms of providing high technical characteristics and from the standpoint of
economic expediency.

The work attempts to create an automated system of heterogeneous data transmission based on
an algorithm of a self-regulation network with an option of retransmission, which is competitive at
the modern market of wireless technologies.

1. The structure of the developed system and algorithm of its operation

The proposed wireless data transmission system consists of three main elements: 1 — a data
collection unit, 2 — a device providing wireless radio data transmission, 3 — a data collection point
device (Fig. 1).

In order to ensure the practicality and reliability of the developed algorithm of the self-
regulation network with an option of retransmission, the created network was implemented as a
wireless mesh topology — a wireless device network built on the mesh principle, in which the
devices are connected to each other and are able to play the role of a switch for other devices [1].
That makes possible to use the proposed network under hostile environment conditions or in places
where the use of wired technology is very difficult.

From the studied analogs belonging to the WPAN class (Wireless Personal Area Networks),
Wireless HART network technology is the closest to the concept of the data transmission algorithm
of the developed system. The latter maintains equipment from different manufacturers and uses
self-organizing and self-healing mesh architecture.
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Fig.1. The circuit of the developed system.

The network operation algorithm corresponds to the scheme shown in Figure 2. Here objects 1

. 4 are wireless data transmission devices. Retransmission assumes data transmission via
intermediate devices [2]. In the case when device 1 cannot directly communicate with device 4,
their communication will be achieved sequentially through intermediary devices (for example, 2

% %

3 2

Fig.2. Retransmission circuit.

The Elsima controller [3], a functional complete product designed for operation in small
automation systems with up to 100 I /O signals, serves as the data collection point of the system. If
it is necessary to increase the number of signals, the controller makes it possible to connect remote
I/O modules of Elsima and similar to it.

In practice, the considered controller is mainly used in small systems of automatic and
automated control of technological processes in such areas as control of climatic equipment, control
of small machines and mechanisms, automation of boiler houses, work in systems like “Smart
Home” and other facilities. The operation algorithm of the controller is determined by the control
program developed by the user in accordance with the requirements for the control system created
using the controller.

The system uses such capabilities of the programmable controller as operation with RS-485
interface, Ethernet (local area network) and GSM/GPRS modem. The wireless device interrogator is
connected to the controller via RS-485 interface. Then the collected data is transmitted to the
operator in one of the ways: using either Ethernet or the built-in GSM/GPRS modem. In case of
failure of one of the communication methods, it is possible to use another one.

The developed secondary algorithms for the data collection point significantly expand the
functionality of the system. The first algorithm is the initialization of the GPRS module, which is a
backup mode for transmitting the collected data and will work in case of a local network failure.
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The second algorithm is designed for notification of a communication break in the system at the
request of the operator: the operator sends an SMS message with a request about the state of the
system and receives an SMS response message with information. This makes for remote monitoring
of the system.

To implement the data transmission algorithm, a model of a wireless device was assembled,
using which it is possible to gradually develop, test and modify the algorithm. The model includes
the following main components: microcontroller, radio module, display module, expansion module.

The system was described using the automaton state. At the stage of data generation, an
algorithm for determining the optimal path, based on the calculation of the path rating, comes into
operation. In this case, the path optimality is determined by the highest value of the path rating.
When calculating the rating, the level of communication between devices and the number of
retransmission units are taken into account.

In order to systematize the information and for convenience in operation with the system, a
table of commands is created. In the table, the following data is shown: codes of commands
executed by the system, their description, address where the command is sent, who sent it, as well
as a description of the data that appear when the command is executed. This ensures the
completeness and availability of information.

To control the transmitted data, a cyclic redundancy check code (CRC) is used - a checksum
algorithm used to check data integrity. CRC is a practical application of error control coding, based
on certain mathematical properties of a cyclic code.

Based on the used algorithm schemes, a software code for data transmission was developed,
consisting of the following main parts: CRC implementation, data sending by the device, using the
Send forwarding method, receiving data by corresponding devices, and an optimal path search
algorithm. It should be noted that this system involves two algorithms for receiving data: one is
responsible for receiving data by the interrogator device, and the other algorithm is for receiving
data by the slave device. A distinctive feature of the latter is the state of execution of commands by
the slave in accordance with the table of commands.

2. Results and discussion

The proposed data transfer design is highly competitive with current analogues, both in
technical and operational characteristics, as well as in device functionality. At the same time,
competitive advantages are offered due to the heterogeneity of the system, the possibility of
retransmitting data transmission and self-regulation capability of the network. Heterogeneity
provides the possibility of implementing both wireless and wired data transmission, depending on
the influencing factors. A distinctive feature of the described data transmission system is the
possibility to automatically select the optimal data transmission path.

The optimal operation of the developed system of heterogeneous data transmission is achieved
due to the capability of the network to self-regulation, retransmission, as well as the expansion of
the functionality of the system under study on the basis of the developed secondary algorithms
using the Elsima controller.

The research results indicate that on the basis of the developed software solutions, it is possible
to create various analogues of a system with different functionality, as well as to integrate into
another product for which such a technical solution is available.

Conclusion

A system of heterogeneous data transmission based at a self-regulation network with an option
of retransmission has been developed. The possibility of remote monitoring of the system, as well as the
possibility of creating its counterparts with different functionality. The system has a high degree of
reliability and efficiency, makes for its competitiveness in the market of wireless technologies.
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The studied problem for the essentially loaded heat equation is connected with mathematical
modeling of thermophysical processes in the electric arc of high-current disconnecting devices.
Experimental studies of such phenomena are difficult due to their transience, and in some cases only a
mathematical model is able to provide adequate information about their dynamics. The study of the
mathematical model is carried out when the order of the derivative in the loaded summand is less than,
equal to and greater than the order of the differential part of the heat equation, at a fixed point of the
load and in the case when the load point moves at a variable speed. The article is focused mainly on
scientific researchers engaged in practical applications of loaded differential equations.

Keywords: thermophysical processes, electric arc, loaded heat equation, boundary value problem,
reduction to integral equation

Introduction

The theory of boundary value problems for loaded differential parabolic equations is very
relevant for the modeling of physical, technical and applied processes, and also in experimental
studies conducted in wide various fields of science. The loaded differential equations are used to
model processes of different nature: physical, mechanical, chemical, biological, ecological,
economic, etc. Such equations are also widely used in solving various engineering and technical
problems.

This information capacity of loaded differential equations is due to the fact that they are based
on the fundamental laws of nature, such as, for example, conservation laws. Due to this, processes,
completely different in nature, can be described by the same form of equations.

Loaded differential equations arise naturally in the study of nonlinear equations, particles
transport equations and optimal control problems, in the numerical solution of integral-differential
equations, in the equivalent transformation of boundary value problems, etc. [1]

The modern trend in technology to use super-strong and super-weak currents in many electrical
devices leads to the need to study phenomena outside the usual current range. When switching
electrical devices or overvoltages an electric arc may appear in the circuit between the current-
carrying parts (Fig.1).

Electrical safety has paramount importance for the maintenance of any effective and productive
equipment, and one of the most serious threats to security is precisely the electric arc and arc flash.
Situations where an electric arc is created in an uncontrolled environment, such as an arc flash, can
cause injury, fire, and equipment damage.

In a number of devices the electric arc phenomenon is harmful and especially dangerous. These
are, first of all, contact switching devices used in power supply and electric drive: high-voltage
switches, circuit breakers, contactors, sectional insulators on the contact network of electrified
railways and urban electric transport. When disconnecting the loads of the above mentioned
devices, an arc arises between the opening contacts (Fig.2).

Electric arcs can have useful technological purposes when they are used correctly. For
example, electric arcs are used in camera flashes, in spotlights for stage lighting, for fluorescent
lighting, for arc welding, in arc furnaces (for the production of steel and substances such as calcium
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carbide), in plasma cutters (in which compressed air is combined with a powerful arc and is
converted into plasma, which has the ability to instantly cut steel), etc.

cathode spot

cathodic zone

arc column

anode zone

anode spot

Fig.2. Emergence of electric arc

1. Formulation of the boundary value problem

In the domain Q={(x,7): xe (0,00); te (0,00)} the essentially loaded heat equation is
investigated

du_ow _1-2f ou_, d'u
ot ox’ x  ox i N

where u =u(x,t) is an unknown function. #, A u k are numerical parameters, and 0< <1,

k
AeC, k=0,12.. }”'g_f: is a loaded summand, f(x,?) is a known function defined in the
X

= f(x,1) (D)

x=x(t)
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domain €. The load point moves according to a given law x =x(¢) for ¢€ (0,o), and the initial
condition

u(x,0) = g(x), )
the boundary condition
u(0,2) = h(z) 3)

are given. Functions g(x) and A(z) are given at x € (0,o0) and ¢ € (0,0) respectively.

As it was noted, when using the basic laws of conservation (energy, mass, etc.), mathematical
modeling of various physical processes often leads to the same equations, in particular, to equations
of parabolic type. Parabolic equations are most often encountered in the study of problems related
to the propagation of heat, both in limited and in unlimited bodies, in the temperature problems of
mechanics and physics, in problems of building heat engineering, in the task about the adiabatic
filtration of gases and liquids in porous media, etc. Equations of parabolic type are also used in
many technical issues, for example, in the study of the influence of the temperature field on the
deformation of the railway rail [2]. At the same time, the heat equations are especially frequent.

Thermophysical processes in the electric arc of high-current disconnecting devices (Fig. 2) are
described by the physical model, the mathematical interpretation of which is the studied problem
(1) - (3). A tool for describing thermal processes in an arc is the heat equation (1).

As previously indicated, when an electrical circuit is disconnected, an electrical discharge
occurs in the form of an electric arc. Experimental studies of such phenomena are complex and
burdensome due to their temporal short duration, therefore, in many cases, only a mathematical
model can give adequate information about their dynamics, so the problem under study is relevant
in modern natural science.

2. The solution of the boundary value problem
The solution of the boundary value problem (1) - (3) provided 0 < £ <1 has the form [3]

1 Ol | g (XS (S ) e
Il !f@’”” afkfx(,)] (-7 exp( 4@_1)J ]ﬁ(za—r)J dondr

P2 Te-67 el -2 1 (£ g

u(x,t) =

N | —

2t
x*? j h(z)- ex x? . dt @)
22/3+1 T(B+1) 4 - At-1)) (t—-1)"
or
i ff T ) (Ex ) 9] dr+ F
u(x,t)_ﬂ '(['!. 2(I—T) eXp 4(Z_T)j Iﬁ(z(t—/r)] aé:k g_x(f)dé: dT+F(x’t)’ (5)

F(x,t) = F/(x,0)+ F, (x,t) + F,(x,1),

_L AT RN S £-x
Fl(x,n—zljf(f,r) - exp[ 40_7)}1(20 )j d¢-dr,

Fen =2 fa@ & exp( 2*‘52]-1{%}%,

2t



116 ISSN 1811-1165 (Print) ISSN 2413-2179 (Online) Eurasian Physical Technical Journal, 2019, Vol.16, No.1(31)

_ x> t x’ dr
B0 = g+ ! " exp(_ At —T)j. -0

3. Reduction of the boundary value problem to the integral equation

The equation (5) can be represented as an integral Volterra equation of the second kind. To do
this, the equation (5) can be written as

u(x,t) = ;t-j O(x,t—17)- ak”,f dr+F(x,1). (6)
0 aé: E=X(7)
x'H x2
O(x,t—7)= -1 -exp(— i —T)j -P(x,t—7).

We differentiate (6) by variable x & times and substitute instead x = x(¢) . As a result, we get

p0) =4[ Kt.0)- u(7)-dr = F(0), ()
e R R = BN ORI (8)
X x=x(t) x=x(t) x x=x(t)

The relation (7) with (8) is a Volterra integral equation of the second kind. Thus, the solving
the stated boundary value problem was reduced to the solving the integral equation (7).

4. Properties of the function QO(x,7—-7)

The Q(x,t—7) function defines the kernel of the integral equation (7). As it is known, the

properties of the kernel play an important role in the question of solvability of the integral equation
and dictate the methods of investigation of the integral equation, so a study of the properties of the
function Q(x,t—17) was carried out, the results of this study are presented in [4].

We list some properties of the function Q(x,z—7), necessary for our research.
1) The function Q(x,f—7), 0 <7 <t < oo, is continuous.

2) The function Q(x,t—7)20, 0<7 <t <oo.

3) The function Q(x,f—7) can be represented as

1 X
Q(X,f—f)—r(ﬂ) y(ﬁ:4(t_r)ja (9)

where I'(f) is gamma function, y(v,x) is incomplete gamma function [5].
4) There is a relationship for the function Q(x,t—7)

t B 1 xZ xz xZ
'g Q(x’t_r)dT_Tﬁ)'|:t'y£ﬁ’4_tj+T.F('B_I,A]._tj:|' (10)
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4. Solvability of the integral equation

In the case when the load point is fixed: x(¢)=x,, where x,e R,, we have the following
theorem on the solvability of the integral equation (7).

Theorem 1. If for each fixed value k=0,1,2,... with x(t)=x, where x,€ R,, and the
function F(t)e C(0,o0), then the integral equation (7) has a unique continuous solution pewenue

[6].
We investigate the solvability of the integral equation (7) in the case where the load point
moves at a variable speed: x(¢)=t“, we R.

Let k£ =0, then the integral equation (7) takes the form

ﬁo(z)—ﬂ-j Ko (t,7)- fy(7)-d7 = Fy (1), (11)

I, (1) = v Kt =000t-7)| .,

When using for the function Q(x,t—7) of the representation (9), the kernel of the integral
equation (11) is determined by the expression

Kot )_r(m V(ﬂ 4(r—r)j

We calculate the integral

tZa)

t t 4(t-71)
— -¢ , gB-1
! (6, 7)dT = F(ﬂ) y(,B 40_7)] dr = F(ﬁ) [ dr j EPaE

In the last a ratio producing the replacement of the integration order and the necessary
calculations, we obtain the relation

20-1

j Izo(t,z')drz;- f et -§ﬂ‘ld§j dr + T et EFE j dr |=
0 0 0 2! 20

P
4 4

T e )

In (12) the limiting transition as ¢t — 0 gives that

hmJ-K(t 7)d7 = lim ﬂ){ y(ﬂ m_}; F(,B 1t2:1ﬂ:
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e 5] et
— lim| ¢ O 4 )1 0. (13)

=0 rp 4 r(pB) -

tZwl
4

Based on (13) [7], we obtain the following statement about the solvability of the integral
equation (11): if 170 (t)e C(0,0), then the integral equation (11) has a unique continuous solution
for any values A.

Inthe case k=1, x(t)=t“, we R, the integral equation (7) is determined by the expression

B0 -A-[ K (t,7)-I(2)-dr = F (1), (14)
0

- Ju ~ OF (x,1)

—_ — F R —
B0 == (==
~ _ 2p-hHw 20
R1)= 00(x,t—7) _ 1 . t expl - t '

ox  |_o L(B-2Y" (t-1)° 4(t—1)

The kernel K ,(¢,7) has a singularity of order S, where 0< <1 [7], therefore, we formulate

the following statement about the solvability of integral equation (14): if E(t)e C(0,00), then the
integral equation (14) has a unique continuous solution for any values A.
For k=2, x(t)=t”, we R, the integral equation (7) is written as follows

(6= A-[ K (t.0)- I,(0)-dT = F, (1), (15)
0

- d’u 9°0(x,t—7) ~ 92 F(x,1)

ﬂz(l):ax—zmw, ,(t,7) = o ) Fz(f)zax—zmw

Taking into account (9) and considering that x = x(¢) =¢“ we find the kernel K ,(t,7) of the

integral equation (15) in the form
B 1 . (2B-1)- 1?2 Cexp| — > B
e TH 2T o TN a0

~ tzﬁw exp| — t2w
20 T T ae-n )|

We calculate the integral

t - 2,8—1 t2a)—1 1 t2a)—l
K, (t,0)dt = -1 - —— gt 16
| Katnde =08 [ﬂ 4j ) [ﬂ 4] (o)

Making the limiting transition as ¢ — 0 in the relation (16), we find that
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t2a)—1 t2a)—1
26-1 F(ﬁ_l’ 4 J F(ﬂ’ 4 J

t
] Ko (ar =iy =5 - -

2 r'p) r'p)
t2a)—l t2a)—1
I pg-1 A
_lim| 281 (ﬂ 4 J— (ﬂ’ 4 J . (17)
= 2= (-1 I(p)

By performing (17) calculations for different values of the parameter @, we receive

0, w<l:

f -1 1y 1 1 3

im[ & Al Sy 7 ST N N L [
R o i G R G I
L o>t

251 2

Thus, the kernel K,(#,7) of the integral equation (15) has the property lirrol I Ez (t,7)dt=0
t—>
0

. 1 . ) .
only in the case @< > as we were convinced by the direct calculation, so we formulate a statement

.. ) 1
similar to the previous: if F,(t)e C(0,o0) and w< > then the integral equation (15) has a unique
continuous solution for any values 1.
. o : 1 : : .
Since llnoqj K,(t,7)d7t #0 in the case 0)25, then the integral equation (15) is a singular
0

integral equation of Volterra. The class of such integral equations is extremely wide and diverse and
cannot be unambiguously classified. As a rule, each particular singular integral equation requires a
specific study. Methods for studying the solvability and spectral problems of singular integral
equations of Volterra are presented in [7].

Based on the statements, we formulate the following theorem.

Theorem 2. [f the function F(t)e C(0,), x(¢t)=1t“, where we R, then for k=0 and k=1
with any values of @, and for k=2 with w< % the integral equation (7) with (8) has a unique
continuous solution for any values A .

5. Solvability of the boundary value problem

Since according to Theorem 1 the integral equation (7), to which the boundary value problem
(1) - (3) is reduced, has a unique continuous solution, if F'(¢) € C(0,0), then we have the following

solvability theorem for the stated boundary value problem in the case of a fixed point of load.
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Theorem 3. If fe CS"(Q), where Q :{(x,t): xe (0,00); te (0, oo)}, then the boundary

value problem (1) — (3) for essentially loaded heat equation has a unique solution u(x,t)e C f”,l (Q)
in the form (4) when x(t) = x,, x, € R, for each fixed value k=0,1,2,... [6].
In the case when the load point moves with a variable speed: x(¢) =t“, we R, from Theorem

2 the following theorem on the solvability of the boundary value problem (1) — (3) is obtained.
Theorem 4. If fe C"'(Q), where Q={(x,t): xe& (0,%); te (0,%0)}, then the boundary

value problem (1) — (3) for essentially loaded heat equation has a unique solution u(x,t)e C f,’tl (Q)
in the form (4) when x(t)=t”, where we R, for k=0 and k=1 with any values @, and for

k=2 with a)<%.

Conclusion

Free-burning arcs are the most intense and high-temperature sources of heat radiation. With an
increase in the magnetic field strength and the arc current, the speed of its movement increases and
the heat transfer of the arc column with the environment is intensified. This leads to a change in the
position of the current-voltage characteristics of the electric arc discharge.

For the studied boundary-value problem (1) - (3), the solvability questions are defined and the
solutions are obtained in the form (4) when the order of the derivative in the loaded summand
k=0,1,2,..., that is, is less than, is equal to and greater than the order of the differential part of the

heat equation, at a fixed point of load x(¢) = x,, x, € R, , and in the case when the load point moves

with variable speed x(¢) =¢”, where we R.

From solution (4) it is clear that the temperature of the arc column is very non-uniform in
length and in diameter. Note that the temperature along the cross section of the arc column is also
unevenly distributed. It has a maximum on the axis of the column and goes down to its periphery.
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ON CALCULATION METHODS FOR THE MODEL OF PLATES BENDING
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The article is devoted to the study of plate bending problems, which are of great applied
importance and are found everywhere in various branches of science and technology. In this article the
structure of the calculation methods is described, their main components are highlighted; the classical
approach of calculating rectangular plates hinged supported on two parallel sides and with arbitrary
boundary conditions on each of the other two sides is characterized. The mathematical apparatus of the
method of trigonometric series is presented in the volume necessary for calculating the plates. Special
cases of the calculation for the bending of a rectangular plate by the Levi method are given. This article
is focused mainly on mechanics, physicists, engineers and technical specialists.

Keywords: bending of a rectangular plate, plate deflection function, boundary conditions of the plate,
equation of S. Germain, Navier solution, Levy solution.

Introduction

Now plates are widely used in various fields of science and technology — in mechanics,
physics, chemistry, construction, engineering, instrumentation, aviation, shipbuilding, etc. This is
due to the fact that the inherent lightness and forms rationality of thin-walled structures are
combined with their high bearing capacity, efficiency and good manufacturability.

The plate can be applied as an independent structure or can be part of the used lamellar system.
For example, in the construction plates have all kinds of applications in the form of floorings and
wall panels, reinforced concrete slabs to cover industrial and residential buildings, slabs for the
foundations of massive structures, etc. Therefore, knowledge of the theory for rectangular plates
bending and of classical methods for calculating them is necessary for a modern engineer (Fig. 1).

Fig.1. Plate bending. Bending waves

One of the elements of thin-walled spatial systems is a rectangular plate, which has numerous
independent applications. An example of a rectangular plate, clamped with one edge, is a vertical
panel, and an example of a plate, elastically clamped with three edges, is the wall of a rectangular
reservoir. It should be noted that thin plates are a very extensive type of plates and are more often
used in many fields of science and technology (Fig. 2).
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Fig.2. Application of plates:
a) contact plates; b) mounting plate; c¢) titanium plates of body armor; d) technical plate for road equipment;
e¢) wall-mounted film heater; f) building plates and slabs; g) copper sheets and plates roof;
h) plates in an alkaline apparatus of water ionization; i) Earth satellite

Many analytical and numerical calculation methods are used to study the problems of plate
bending [1- 3]. An exact solution in analytical form for such problems is possible only in some
particular cases of the geometrical type of the plate, the load and the conditions for its fixation on
the supports, therefore, for engineering practice, approximate, but sufficiently accurate methods for
solving the considered boundary value problem are of special importance.

When considering the plate bending problems, the methods of double and single trigonometric
series are the most interesting because of connection with their possible numerical implementation
in the Maple software package [4].

1. Navier solution

For a rectangular plate (0 < x < a, 0< y<b), hinge supported around the whole contour, we
are looking for the desired function W (x, y) of the plate deflections in the form [5]

W(x,y)zZZAnm sin@,x-sino, y, (1)
n=l m=1
. nrw mru
where 4, are yet unknown coefficients, and @, =—; o, =—.

a " b
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The solution in the form of (1) is possible because (1) satisfies the boundary conditions of the
hinge support on the plate contour. The given load f(x,y) is also decomposed into a similar
trigonometric series

fa)=3Y . sinox-sing,y, @

n=l m=1

where coefficients f, are determined by the formula

40 . :
S = —.”f(x, y)sinw,x-sino, ydxdy .
ab
In the particular case of a uniformly distributed load of intensity ¢ we obtain
16
fnm = 2 q .
nm7w

Under the action of the concentrated force P, applied at the point of the plate with the
coordinates x =c¢, y =d , we have

4 . .
fom =—Psinw,c-sino,d .
ab

Substituting the expressions (1) and (2) into the basic resolving equation of S. Germain
DAAW = f(x,p), 3)

where D is the cylindrical rigidity of the plate, AAW is the biharmonic operator, we find the
values A4, . After substituting the values 4, in (1), we obtain that the plate deflections are
determined by the formula

b /, . .
W(x,y)= ——">——SIn®W,x-SIn0,, ).
D=L o D g

An example of calculating a square plate (a =b), loaded with a uniformly distributed load ¢
with Poisson's coefficient v = 0,3 is given in [6].

2. Levy solution

We consider the case of a plate (0<x<a, 0< y <)), in which only two opposite edges have a
hinge support (for example, x=0 and x=a) and the other two edges have arbitrary boundary

conditions.
We present the desired function of plate deflections W (x, y) in the form [7]

W(x,y)= z Y sinw,x, 4)

n=l
where Y =Y (y) is an unknown function, which is chosen so that expression (4) satisfies the
resolving equation S. Germain (3) and boundary conditions on the edges y =0 and y=5.
It is obvious that expression (4) satisfies the boundary conditions of hinge support, which are
given on the sides x =0, x =a of the plate.
We present the load function f(x,y) in a form of a analogous trigonometric series
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f) = f(Msina,z, ®
where 7
£0) =2 [ £x.y) - sine,xds. (6)

Substituting formulas (4) and (5) into the basic differential equation (3), we obtain
v 20 oy, =L ™)

The ordinary differential equation (7) allows us to determine an unknown function Y, for any
number 7 of expansion. Its general solution can be written as

Y, (y)=4, chw,y+B, -sha,y+C, -y-ch@w,y+D, -y -sh®,y+o,(y), (8)

where 4, B, ,C, , D, is arbitrary integration constants, and ¢, is a partial integral depending on the
type f, and, therefore, on a given external load f .
To determine the four integration constants 4,, B,, C,, D,, the boundary conditions defined at

the edges of the plate y =0, y =5 are used, and this boundary conditions, of course, can be

different. In the general case, this leads to the solving a system of algebraic equations with respect
to unknowns 4,,B,,C, , D, .

After finding the coefficients 4,,B,,C,,D, and determining the function Y, (y) by the

formula (8), the plate deflections can be found by the formula (4) in the form of a series, so bending
moments, torque, as well as, transverse forces will be written as

M (x,y)==D) (V¥]-@.Y,)sinw,x, M (x,y)=-D) (V/-va,Y,)sin®,x,

n=1 n=1

M, (x,y)=-D(- V)Z @Y cosm,x, 9)

n=l1

0.(x,»)==-DY o,(Y/-a;Y,)cosw,x, Q,(x,y)==D) (¥/-@;Y,)sinw,x.
n=1 n=1

3. The case of uniformly distributed load

Consider the case of a uniformly distributed load of the constant intensity f =g = const.
Using the formula (5), (6) we obtain
0; n=2m, m=12,..

1= 4—q; n=2m-1, m=1,2,.. (10)
nw
Then, taking into account (10), the partial integral of equation (7) can be written as
0; n=2m, m=12,..
0= M o1, m=12,. (D

nme, D
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It can be seen from (11) that for even n, the homogeneous differential equation (7) has only
trivial solution, so in the case of a uniformly distributed load of constant intensity the deflection
function W (x,y) takes the form

W(xﬂ )’) = z [AZm—ICthmfly + BmelSh a)Zm—ly + y(Cmelch a)2m—1y + DZm—I‘Sh w2n1—1y)+

m=1
4q

+ -sinw, . x, 12
D2m-)a,, ] 2t (12

where the coefficients 4,, B,,C,, D, depend on the given boundary conditions of the plate edges
y=0and y=»b.

4. Particular cases

As is known, the mathematical model of the plate is completely determined by the deflection
function W, and, as shown above, to find the deflection function, it is only necessary to determine
the four integration constants 4,, B,,C,, D, , which are found from the boundary conditions. This
conditions are given at the edges of the plate y =0 and y=5.

Obviously, various approximate methods can be used to find constants 4,,B,,C,,D,. It
depends on what degree of accuracy is required in solving a particular practical problem. In
addition, it should be borne in mind that the deflection function is defined as an infinite series,
finding the sum of which is not always a simple problem. Therefore, it is often necessary to limit
ourselves to the finite number of the first members of the series (4) for the deflection function, it
also reduces the accuracy of the desired solution.

At the same time, finding analytic expressions for the constants 4, ,B ,C, ,D, allows us to
obtain an analytical expression (formula) for the function of the deflections. And then the function
of deflections can be set with the accuracy, which is necessary to solve a particular problem, only
limiting the required number of members of the series (4).

We consider finding the integration constants A, ,B,,C ,D under various boundary

conditions on the edges of the plate y =0 and y =5 in some particular cases. We show how the
coefficients 4 , B,, C,, D, are calculated before analytical expressions are obtained for them.
If we assume that the edges of the plate (y =0 and y =b), parallel to the axis x, have a hinge

support, then we come to the previously considered Navier solution.
In the case when one of the sides of the plate parallel to the axis x is rigidly pinched and the
other side is free, with a uniformly distributed load of constant intensity f =g, the integration

constants are presented in [7].
Consider this particular case in a more general form, namely, for any kind of external load f .

We assume that the side y=0 is free, and the side y =5 is rigidly pinched, then the boundary
conditions are written as

2 2 3 3
(aVZVWaVZVj =0, FV?+(2—V)82W} =0; (13)
ay ox - dy ox“dy o
ow
wl, =0, —1 =0. 14
|y:b ay - ( )

From the boundary conditions (13), (14) and taking into account (4) and (8) we obtain a system
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of algebraic equations for determining the coefficients 4 , B, C,, D,

A [cha)nb 12V bsi a)nb} +B [I_—V @, beha,b+ sh a)nb} - g,
2 1+v

4 B
2" - (1—v)a),fbcha)nb+(1+v)a)nsha)nb]+1 v 2w chwb+(1-v)altbsha,b)=g,,
+v
_l_va)n.Bn-i_Cn :g3’
I+v
1-v

Ta)n 'An +Dn :g4’

where

g =-b-(chob-g,+shab-g,)-¢,0),

g, =—(chob+bw,shwb) -g,—(shawb+bw,chwb) g, —(p; (b).

1 2
_W[(z—v)w,,(p,,m) )],

n

¢ =5~ laip.0-g0]
a)n

&3

From the resulting system of equations we find analytical expressions for the coefficients
A,.B,C.,D,

22, — (1-v)bg, kcha,b + {(1 —V)abg, - g4}sha)nb
(]

n

n

[4+(1-v) &b Ich’wb—[(1-v) @’b® +v +1]sh*ob ~

{(1 —V)w,bg, + ; g4}chwnb —[A+v)g, + A -v)bg, lshew b
(1+v)

B = .

n

: (15)

[4+(1-v)’ @b’ Ilch’w,b-[(1-v) @b +v +1]sh’w® b

[(1 —V)w,bg, + 2z g4}cha)nb —[0+v)g, +(1-v)bg,lshaw,b
[0}

n

Cn :g2 +(1_V)a)n

b

[4+1-v) @b lch*wb—-[(1-v) &b’ +Vv +1]sh’w b

[2g3 - (1 - V)bg4 ]Cha)nb + |:(1 - V)a)nbg3 - Hiv g4:|Sha)nb
0]

n

D =g -(1-vo "
= e b e w b —[(—v @b +v + sha b

Now we consider the case when one of the sides of the plate (for example, a side y =0) parallel
to the x axis is supported by an elastic contour, and the other side is rigidly pinched. The elastic
contour may be, for example, a beam, bending under the action of pressures applied to it. The

2 2 3 3
BVZH/E)VE/ =0, Dan+(2—v)82W
dy ox . dy ox“dy

Analytical expressions for the coefficients 4,, B,, C,, D, are obtained in the same way and
have the form

boundary conditions on the side y =0 have the form
4
ox
y=0
where EJ is the rigidity of the beam.
An = §1 -

5

=0
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D(l—v){— [2chw b+bw,(1-v)sha,blg, + {mshwnb +b(1—v)chwnb} §4}
2 @,

- 1-v)w '
i=ve, (bra)n+4D]chza)nb+[Db(l—v)2—rlsha)nb-cha)nb—[D(1+V)2+bra)n}sh2a)nb
w w

n

n

2

n

B =g,+
D(1 - v){— [2chew,b +bw,(1-v)sho,blg, + {1 Y shab+b(1 - v)cha)nb} §4}
L2 ,
ba-v) (b @, + ‘;?Jchza)nb + Db -v)? = tshaw b - che b - B (1+v) + bra)n}hza)nb
” " (16),
[cw,cheo b— DU-v*)shaoo, bz, +[Zaf)(1 —v)chwnb—r.shwnb}@
C = " ,

(bra)n +4Djdzza)nb+ [Db(1-v)? —rlshwnb-cha)nb—[D(1+v)2 +bra)n}h2wnb
w w

n n

D —v){— [2chw b+ba, (1-v)sha b)g, + {1 v
()]

shaw,b+b(l1- V)cha)nb}@}

n

D, =
(bz‘a)n +4chh2a)nb+ [Db(1-v)? —)shar b - cheo b —{D(l +v): +b1o, }shza)nb
(1) [0)

n

3

n

where

1 ) L
ey CIXCRLAC]

~ _  EJ 1, 1 N -7
&= Doy {vwnconm) o %(@}—(l_v)%{wﬁ 0)-2-n¢'©) Dwncon(m}

g=| - bt hop||vo,0- )|
(-, 2

DA—v): " ,
_%{éjﬁ(m—(z-v)@ (@—%wﬁq)n (O)}—% (b),
7 - {%cmb—ﬁshwﬂﬂm% (0)—0)%(/): (O)}—
e {wijqo:’m) -0~ al, (O)} (b,

7=2EJ +bD(1-v)*.

Due to the bulkiness of formulas for the determination of the coefficients 4 ,B ,C, ,D, in
the general case, and, consequently, due to the inconvenience and complexity of further use of these
formulas, it is recommended that all calculations of the constants 4 , B, ,C, ,D, be carried out for

particular numerical values of a problem in each particular case with given numerical parameters.
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Substitution of the found coefficients 4,,B,,C ,D, in (8), (4) and (9) gives the function of
plate deflections W (x,y), bending moments and torques, as well as transverse forces in the form of

trigonometric series in the each particular case considered above.
In the case of a uniformly distributed load of constant intensity ¢, the deflection function

W (x,y) has the form (12) with coefficients (15) or (16).

Conclusion

Without any difficulty, Levy solution can also be applied to the study for the bending of a plate
whose the sides parallel to the axis x have another boundary conditions. Levy solution also extends
easily to those cases where the sides of the plate contour, parallel to the axis x, are not quite rigid,
but are relatively flexible beams, that bend under the action of the pressures acting on them.

In principle, Levy solution is more accurate than Navier solution, since in it the desired
function W (x, y) is approximated by trigonometric functions only in one direction, and in the other

direction it is sought precisely from the differential equation (7).

It should be noted that when calculating the plates by analytical methods in the most general
formulation: with arbitrary boundary conditions (including elastic), different types of load, complex
shapes of plates, with cuts, projections, etc., we have to face with great mathematical difficulties,
and in most cases to obtain an analytical solution is not possible. Such a problem can be solved by
applying a very efficient finite element method, which is a numerical approximate method for
plates, but which gives a sufficiently high accuracy of solutions.
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The model of the motion of a gas-liquid medium with small-size bubbles in a gravity field following
free and forced convection was proposed. The model automatically takes into account the processes
causing free convection in gravity field in the presence of heterogeneous concentration of bubbles.
Compared to the model of interpenetration continuums to describe a two-phase medium, this model
does not contain small parameters for derivatives. The two-phase flow in context of the problems
similar to the water ozonation problem in contact tanks is considered. The analogy to compressible gas
models allows obtaining the solution using well-established numerical solution schemes.

Keywords: two-phase flow, gas-liquid medium, small-size bubbles, heterogeneous, water ozonation

Introduction

The movement of gas-liquid mixtures is wide-spread in nature and various technological
processes. The diversity of these phenomena is determined by the proceeding physicochemical
reactions, external conditions, the object dimensions, the magnitude of gas phase bubbles, etc. One
of the actual technological processes of increasing interest is the disinfection of water in water-
supply systems through its ozonation [1-4]. This is due to the high activity of ozone, which allows
you effectively affect many types of pollution, both natural and artificial origin. The other purifying
methods, for example, electropulse water machining [5], are also of some interest.

The complex motion of multiphase media stimulates the development of methods for sensor
monitoring of the gas-liquid mixture behavior [6]. From the great number of the works devoted to
the experimental study of ascending gas-liquid flows, we should take note of the following [7-9].
The works devoted to the numerical simulation of two-phase bubble motion are very numerous and
are mainly held by the Euler continual approach of representing polydisperse flows [10-13]. The
authors in their works [12—13] suggest the promising method for computing the bubble velocities
by solving transport equations. Equations of water-air mixtures in context of various problems are
periodically considered in the scientific literature. However, the mixture flow in gravity field, taking
into account combined action of free and forced convection, has not been practically studied.

Thus, the urgency of the development of the gas-liquid mixture models is undeniable. The
purpose of this work is to develop a physico-mathematical model of a two-phase flow of water with
small-size bubbles in context of the problems similar to the problem of water ozonation in contact
tanks.

1. Physical task description

In this approach, the movement of bubbles in water is considered as the movement of small
particles with a density much lower than the density of water. The physical basis of this convection
is very simple. By means of the Archimedes buoyant force a lighter mixture containing a larger
amount of gas floats in a heavier fluid in the same way as light warm air floats in a cold
environment. The mathematical model for small-size bubbles is simpler than the equations of two-
phase fluid flow with arbitrary size bubbles and allows us to significantly simplify the problem.

We will call air bubbles small if for their sizes the following conditions are satisfied: the
constancy of the bubble shape; the equality of the temperature of the bubble to the ambient
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temperature; the short bubble velocity setting time. Moving in water bubbles retain their spherical
shape by virtue of the action of surface tension force, so that the movement of each bubble can be
considered as the movement of a spherical particle. To satisfy this requirement bubbles, floating up
in water under the action of Archimedes buoyant force, should have a size smaller than

2—3%107m [14]. The estimates [15] show that for air bubbles with a diameter less than 2.5-107 m
the relaxation time of the air and water temperature difference does not exceed 0.1 s. Since the time
of small-size bubble staying in the water mass of a contact tank is assumed to be quite long, the
temperature difference between bubbles and water can be neglected. The transient time of the
velocity of bubbles floating up in water should be negligible compared with the characteristic time
of their motion in the whole region. Since this requirement is essential for further simplifications,
we will address this issue in more detail.
Consider the equation of the gravitational small-size bubble floating-up in a liquid medium.

df CR(U U)+el-Dn, (1)
t ps

where U, p. — bubble velocity and the density of gaseous phase; U, p. — the velocity and

density of water, ¢t — time, m — bubble mass, C, — the resistance coefficient of moving bubble. In

. . 1 . . .
general, the C, variable is: C,, = EC P, , — resistance coefficient depending on

the Reynolds number, S — bubble mid-section area.
Taking into account the added masses, the equation of particle motion is written as

e G = S G DR (O

2 p, dt 2 p
* m N d2 0
where 7 =— — the relaxation time of bubble velocity, i.e. 7 =" P %ﬂ, T, - the characteristic
R

. . . — 1 . . . .
time of bubble floating-up in ozonator; ¢ :F; u - dynamic coefficient of viscosity for water,
0

fe(Jii—ii,]|) = (1+0,15Re™*) .
External decomposition of the solution is sought by the method of successive

*

approximations as i —u, =y, (7 )+T 3 (7). This takes into account that outside the initial
0

boundary layer, t>%, the variable cji‘ has the order %~O 2m/s, while the product is
4
0

gT, =200m /s . Writing the equation in the projections, we obtain the system of equations:

T .
)(yOX +_y1xj =7 g[l_&j
T, o,

+

d(y +T*yj
* Ox 1x
T
1 &j;_ b (1+pjf iy (i
0

2 p, dt 2 p )T, di
T*
d 4+ i
L p )7 (y Toy‘yJ 1 p |7 du, r
Pl e = aPhive +fR( ) Yoyt >, |=0
2 p )T, di 2 p )T, di T,

where |L7—L7S|=\/(ux—uxs)2+(uy—uys) .
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From the second equation of the system, taking into account that f, (|L7 — U, ) # 0 and, rejecting

*

T . . . L
the terms of the order —, we can obtain that y, =0 and therefore in this approximation
0

k3

). Rejecting in the first equation the summands of order ;— and taking

fR(|ﬁ_ﬁs|):fR( .

into account the remark about the value of the right-hand side, we obtain that in this approximation
the term characterizing the resistance force takes the form. In the first equation rejecting the

ux - usx

k3

T . . . .
summands of the order — and taking into account the remark about the value of the equation right-
0

hand side, we obtain that in this approximation the term characterizing the resistance force takes the

(o) =(1-Lyrg .
P

1

following form f, (| Vox

Assuming that the air density p! =1.29 kg/m’, the dynamic coefficient of viscosity for water
w=10" kg/m-s and the diameter of bubbles d, =2x107m for the Stokes resistance law, we can

2 .0
obtain that 7" =% Ps 18luz3><1041 s. However, when evaluating it is necessary to take into

account the added mass of water, which is several times the mass of air in a bubble. Hence instead
of T =3-10" s, we obtain the value T = 1.2:10" s. This time is two orders of magnitude shorter than
the time 7|, (which is 10-30 s) of bubble floating-up in the 4 m high ozonator. Thus, the relaxation

time of the velocity of bubbles with a diameter of ~2x107m is far less than the characteristic time
of the process under consideration, so to simplify the solution we can apply the asymptotic

expansion in the small parameter 7=7 T - As obtained above we introduce

0
0

Fzg( —pgj.
Ps

In the agreed notation, the equation (1) is written in the following form

du, =1U—1UY+F. (2)
da T T

From this equation, the bubble velocity U, can be expressed analytically and we can obtain an
integral equation having the form

dt [ di
t J'T
U =e°® Uso+j(lU+F)eo dt |. 3)
T
0
Integrating by parts and leaving only the first order terms on t, we will obtain

2
U, :U+1F—r%+e 0 [Uso—(U+IF)0+1%‘O}+G(1:2), (4)

where index "0" is for the initial values and the value 9(1:2) denotes second-order terms of

smallness.



132 ISSN 1811-1165 (Print) ISSN 2413-2179 (Online) Eurasian Physical Technical Journal, 2019, Vol.16, No.1(31)

2. The mathematical modeling of a two-phase flow with small-size bubbles of
gas mixture

Note that in formula (4) the time derivative is taken along the bubble trajectory, that is

Al +U VU
dt ot °
Further, mindful that the relaxation time of bubble velocity T is small, in (4) we dismiss the
terms of the second order in tT. As follows from (4), after the relaxation time expires, the initial
conditions can also be ignored. As a result of simple transformations over the remaining terms of
the equation, we obtain

0
N

0
m@—tj+USVsz%CDSp§ U-U,|(U-U,)+mg(-P). (5)
P

Being rewritten this equation assumes the form of

0
N

It can be easily discerned that from (6) for a given fluid velocity field all the projections of the
vector (U—-U,) for the bubble velocity lag can be calculated by solving a system of algebraic

0
m(aa_lj+[U+(Us —U)}Vsz%CDSPS U-U|(U-U,)+mg1 -2, ©

equations.

When deriving the equations of two-phase convection in water with small-size bubbles, for the
sake of simplicity we assume that the two-phase convective flow is two-dimensional and laminar.
The axis OY is vertically guided in the direction opposite to the direction of gravity. In particular,

in the case of the Stokes resistance law (C, =24/Re) for a two-dimensional flow in x,y plane

with velocities U= (u,v) , U, =(u,,v,), approximately for small t to within the terms of the order

T, we get
u—u z’ca—u (7)
S 1
v p?
R i S i 8
V=V, {at g( pgﬂ (8)

coefficient.

Let us denote the bubble velocity vector as U = (u,,v,) and the water velocity vector as
U=(u,v). Let p, =p’(1-p, /p?) denote the mass of liquid in a unit volume, p, — the mass of the
bubbles in a unit volume, p — pressure. Taking into account the conditions made, we write down
the projections of the two-phase mixture motion equations on the x and y axes.

p,(a—u+UVu)+pS (%+U5Vusj+a—p:uAu,
ot ot ox ©)

0 0 )
P;(a—:+vaj+Ps(§+UsVVsj+£:MAV—g(P/ +Ps),

Introduce new variables du, =u, —u, v, =v,—v and vector W =(du,,0v ). The system of
equations (9) can be rewritten with the new variables
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ou 98
(pz+ps)(§+UV j+ps( B?S

p) 95
(p, +ps)(a_‘;+UVVj+ps( a:S

Assume that

+WVu+U Vﬁusj = UAu,

L
ox (10)
Lo

%)
Sj p) —MAV_g(pl+ps)-
Y

L A ﬁ:(Z’lj, WS=[%,%)%=%, A
14 14 V V V'V 4 4 4
O v PL T Ps T__ P T_X —_y o
U, = Ug,v 5 =0 =0 X=7» =, = s
s ( s S) p/ o' Ps o P NG 17 y I (L/7)

where L — the length scale, V' — the velocity scale, 8 — the scale of bubble velocity lag.
The equations (10) can be transformed to the non-dimensional form

a—M+I_JVZ +Ps_ SV aBMS+WVu+UV8uS +_1_8_]_9_ ! Au,
ot p,+ps 0x Re

- _ (11)
W gvy |+ LV 88VS+W Vv+ UV, +_1_8p 1L
ot p,+ps V | ot p,+ps 0z Re Fr
VL 2
Here Re = M — Reynolds number, Fr = V_L — Froude number.
H g

From equations (11) it can be seen that in the region of large Reynolds numbers when the
inequality (12) is satisfied

p, 8V
p,+ps V

we can neglect the second terms as compared with the first ones in the left part of these
equations, and solve the following system

<<, (12)

%—L;+UV +— I_E;p RLA_,
+ e
! P, ¥ps 0x (13)
W vyl 1,5 L
ot p,+ps 9y Re Fr

Near the solid boundaries, due to the no-slip condition, the velocity of liquid along with inertial
terms tends to zero. Meanwhile under the influence of Archimedes force bubbles continue to float
up. Consequently, in the equations (11) near the solid walls, due to the presence of terms of the

form W Vi and W, Vv, corrections to the inertial terms can become comparable.

In these cases, when fluid moves, viscous force begins to play a defining role. Therefore, the
value of the terms in equations (11) should be evaluated in comparison with the viscous terms. It is
easy to see that in the region of small Re numbers, the terms dropped above will be small if the
inequality (14) is satisfied.

(14)

With simultaneous satisfaction of the inequalities (12) and (14), equations (13) can be used in
the entire flow region. Both inequalities coincide in form, if for the length scale in (14) we choose
the distance L, on which the Reynolds number is equal to 1 near the solid boundary. However, the
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sense of these inequalities is completely different and they are satisfied for the different scales. In
the inequality (12), parameters /' and L refer to the flow region with the large Reynolds numbers,
and the inequality (14) includes the scales characterizing the flow region for the small Reynolds
numbers. To close the system of equations (13), we should add the mass conservation equation for
the two-phase mixture, the bubble mass conservation equation, the energy equation, and the
equation of state.

3. Equation of state of a two-phase mixture containing water and gas bubbles

Let p=p,+p, denote the mixture mass density, z - water mass fraction in the mixture,

2=PL Then &:(l—z). The mass unit of the mixture, which occupies specific volume l,

p p p
io, and (1-z)kg of gas, which occupies the

B

contains z kg of water, which occupies the volume

volume I_OZ . Owing to the additivity of the volumes, we can write
Py
1—
1=io+( OZ). (15)
PP Py

Express from (15) the value LO and substitute it into the ideal gas equation of state

P

- = E, where 4 — the molar mass of gas. As a result we obtain
Py

P(l—ioj:(l—z)ﬁr (16)
PP, M,

At the pressure up to 10° Pa, the dependence of water density on pressure is described by the
experimentally obtained linear law [15]

ok =p*(1+§j, (17)

where p” and k is the medium parameters.

Substituting (17) into (16) and defining a variable R = (1=2)R we obtain the mixture equation
K
of state (18)
pli- z =RT (18)

4. Energy equation for a two-phase mixture containing water and small-size
bubbles

Since the temperature of water and small-size bubbles can be considered equal, the amount of
heat that is contained in the mixture with a constant volume is

C,pT =zpC,T +(1-2)pC, T, (19)

where C, —heat capacity of water, C,, — heat capacity of gas at constant volume.
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From here it follows that the heat capacity of the mixture C, is
Cy =zC, +(1-2)C,. (20)

Similarly, for the heat capacity of the mixture at constant pressure, we can find that

Cp=2zC,+(1-2)C,. (21)
Ratio of specific heat of this mixture is
Ep zC,+(1-2)C,

k=== .
Cyr zC,+(1-2)C, 22)

Thus, a two-phase mixture of water and small-size bubbles can be considered as a “gas” with
the heat capacities (20), (21), ratio of specific heat (22), and the equation (18). Let us calculate the
entropy of this "gas". Firstly, it should be noted that the equation of state (18) resembles the Van der
Waals equation of state, if in the latter we neglect molecular collisions.

According to [16] the entropy of this gas written in the above terms is

S—cmr+|lo— 2 _|x (23)
D
k
in the adiabatic process remains constant.

.S
Therefore, from (23) setting ? equal to some constant value we can get

=[O

z re=|L___ = g

1
p 1 Pj Po * (1 PO] ’
P ( t P+
Hence, using the equation of state (18) and taking into consideration the equality Cr—Cr =R
we find

T P %
HEJ | .

m‘@‘

We use equation (24) to evaluate the variation of the adiabatic temperature of a two-phase
medium upon changing pressure. Put the case that the mass fraction of bubbles z in the contact
tank does not exceed 10™. Taking this estimate as a basis, we find that the mass fraction of water is

(1-z) ~0.9999. Assuming that the heat capacity of water C,=4.180 kLK , we get k = 1.000007.
g .

Substituting pressure ratio £ 2 into the formula (24), we find that with this pressure change,

0
the temperature of the two-phase medium in the tank changes by 0.0005%. It follows as a logical
consequence that the two-phase medium consisting of water and gas bubbles will have an almost
constant temperature while moving in a tank. Also knowing that the temperature of the phases
according to the above almost coincides, further it is possible to consider them identical and equal

to a certain value 7;. This value, equal to the temperature of the incoming water, will be used
instead of the energy equations of a two-phase mixture and bubbles.
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Conclusion

The mathematical model formulated above, unlike the model of interpenetrating continuums
for a two-phase medium, does not contain small parameters for derivatives and is much simpler
from the point of view of numerical solution. By virtue of the consideration of the medium
compressibility and the dependence of the density on the concentration of bubbles, this model
automatically takes into account the processes causing free convection in the gravity field in the
presence of the heterogeneous concentration of bubbles. This kind of convection, when the supply
of gas mixture is not uniform in space, significantly affects the duration of stay of the bubbles in the
reactor and, consequently, the completeness of the reactions that occur. An additional advantage of
the proposed mathematical model is its analogy with compressible gas models. Going forward this
analogy makes it possible to use well-developed numerical schemes for solving equations of gas
dynamics.

Notwithstanding the fact that for simplicity the above conditions were presented on the
example of two-dimensional equations for a two-phase mixture, they remain valid in the case of
three-dimensional flows.
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CREATION AND DEVELOPMENT OF THE FUNDAMENTAL AREA
"FRACTAL RADIOPHYSICS AND FRACTAL RADIO ELECTRONICS:
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PART 1. THEORY AND MAIN SCIENTIFIC PROSPECTS.
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In the first part of the article, scientific prospects in new information technologies based on
textures, fractals, fractional operators and nonlinear dynamics methods created and developed by the
author during 40 years are presented. The study is being conducted in the framework of the
fundamental scientific area "Fractal Radio physics and Fractal Radio electronics: Designing Fractal
Radio Systems", initiated and developed by the author in the V. A. Kotelnikov IRTE of the RAS from
1979 until the present day.

Keywords: radio physics; radiolocation; nonlinear dynamics; dimension theory; textures; fractals; scaling;
fractional operators.

INTRODUCTION

The article discusses the main trends for the introduction of textures, fractals, fractional
operators, non-Gaussian statistics and non-linear dynamics methods [1-10] into the fundamental
problems of radio physics, radiolocation and a wide range of radio engineering to create new
information technologies. The investigation is being conducted within the framework of the
research area “Fractal Radio physics and Fractal Radio electronics: Designing Fractal Radio
Systems”, initiated and developed by the author in the V. A. Kotelnikov IRTE of the RAS from
1979 until the present day [11-28].

1. Main research areas

The main scientific areas developed by the author with students from 1979 until the present
day can be classified as follows [11-28]:

1. Development of new information technologies for modern airborne and ground integrated
radio engineering systems for remote sounding and monitoring of the environment, radiolocation,
radio vision and navigation, operating in the ranges of optical, millimeter and centimeter waves
(MMW and SHF band). Theoretical and experimental studies of the physical bases of scattering and
propagation of radio waves, taking into account the spatially inhomogeneous characteristics of the
medium being sounded.

2. Fundamental research in the area of textural and fractal approaches to the problems of radio
physics, radio engineering, radiolocation, electrodynamics, electronics, control, and a wide range of
related scientific and technical prospects. Empirical and theoretical modeling of the corresponding
hereditary non-local real stochastic processes.

3. Application of correlation-extremal methods for solving problems of information search,
detection, measurement of characteristics and tracking of dynamic fractal and non-fractal objects in
stochastic images. Such tasks arise in radiolocation, natural resources survey, remote sounding,
navigation, meteorology, information processing from unmanned aerial vehicles (UAVs) and
synthetic aperture radars (SAR), medicine, biology, in the automation of scientific research, etc.
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4. Development of the theory and experimental studies of broadband (BB) and ultrabroadband
(UBB) signals and processes. Development of fractal and nonlinear BB and UBB signals, including
fundamentally new types of signals (N-signals).

5. Development and elaboration of mathematical, including textural and fractal, methods for
processing optical and radar images in information systems for various purposes (radiolocation,
medicine, materials science, nanotechnology, scanning probe microscopes, astronomy, etc.).

6. Development and design of radio-electronic devices for the implementation of mathematical
fractal methods for detecting super-weak multidimensional signals against the background of high-
intensity non-Gaussian noise for new generation information systems.

7. Physics of the basic radiolocation equation for sounding fractal objects and randomly
inhomogeneous media. Fractal-scaling or scale-invariant radiolocation, fractal multi-frequency
MIMO-systems.

8. Theory of wave diffraction on a fractal multiscale surface. Multiple scattering of waves in
fractal discrete randomly inhomogeneous media with relation to the radiolocation of self-similar
multiple group targets. Waves in disordered large fractal systems (radiolocation, nanosystems,
clusters of unmanned aerial vehicles and small spacecraft, space debris, etc.).

9. Application of the fractal theory in adaptive population methods for forming dynamic
groups of UAVs with the organization of "distributed intelligence", the collective interaction of
UAVs in a group and in the processing of incoming information in regards to the theory of their
effective application. Development of solutions within the context of the concept of a distributed
measuring environment, when each point of a certain dynamic environment is capable of
performing sensory, measuring and informational functions, as well as based on a fractal-graph
approach that makes for studying the growth of complex networks and the method for manipulating
with such networks at the global level without a detailed description.

10. Formulation of the foundations of the fractal paradigm and the global fractal-scaling
method. Elaboration and development of the functional principle “Maximum topology with
minimum energy”’ for the received signal, that makes for more efficient use of the advantages of
fractal-scaling processing of incoming information.

Fractal geometry is great and brilliant achievement of B. Mandelbrot (1924-2010). But its
radiophysical / radiotechnical and practical implementation is the achievement of the world-famous
Russian scientific school of fractal methods under the guidance of Prof. A.A. Potapov (V. A.
Kotelnikov IRTE, RAS). In a metaphorical sense, it can be said that fractals represented a thin
coating of amalgam on the powerful backbone of science at the end of the 20th century. Up to date,
the attempts to diminish their significance and rely only on classical knowledge have suffered an
intellectual fiasco. In December 2005 in the USA B. Mandelbrot (1924-2010) personally approved
the developed classification of fractals, Fig.1. The numerous results obtained by the author on the
above mentioned scientific areas have been concretized and illustrated in [18—20].

2. Theoretical foundations of the created fractal-scaling methods

In the fractal-scaling approach proposed and having been developed in the V.A. Kotelnikov
IRTE of the RAS for 40 years, description and processing of signals and fields is carried out
exclusively in fractional measure space using scaling hypotheses, heavy-tailed non-Gaussian stable
distributions [1] and, as far as possible, using the apparatus of fractional integral derivatives [3-9,
11, 13, 14] . Note that if an equation includes a time fractional derivative, it is interpreted so as
there is memory or, in the case of a stochastic process, non-Markovism.

The main property of fractals is the non-integral value of their dimension D. Development of
the dimension theory started from the works of Poincare, Lebesgue, Brauer, Uryson and Menger. In
various areas of mathematics, there occur sets that are negligible in one sense or another and are
indistinguishable in terms of Lebesgue measure. To distinguish between such sets with a hugely
complicated topological structure, it is necessary to involve nontraditional characteristics of
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smallness, for example, capacity, potential, measures, and Hausdorff dimension, etc. The use of the
Hausdorff fractional dimension, closely related to the concepts of entropy, fractals and strange
attractors in the theory of dynamical systems, turned to be the most optimal [2, 4, 11, 13].

Fig.1. Meeting with B. Mandelbrot at his home in New York on 16.12.2005

The concept of a measure and Hausdorff dimension is defined by a p-dimensional measure
with an arbitrary real positive number p introduced by Hausdorff in 1919. The concepts introduced

by Hausdorff are based on the Carathéodory construct (1914). The Hausdorff dimension dim,, A
is defined in terms of the Hausdorff' & -measure of the set mes, , as

mesy,, = liminf 3 [d(U)]", (1)

where the lower bound inf is taken with respect to finite or counting coverings I" of the set 4 by
balls U, the diameters of which are d(U)< & .

The dimension dim, 4 is defined as such ¢, number that measure (1) is equal to zero for

>0, and for & < &, it is equal to infinity. In the general case, the concept of measure is not

connected with either the metric or the topology. However, the Hausdorff measure can be
developed in an arbitrary metric space based on its metric, and the Hausdorff dimension itself is
connected with the topological dimension.

The basics of the modern theory of probability are the limit theorems on the convergence of
distributions of sums of independent random variables to the so-called stable distributions:
Gaussian or non-Gaussian. The former ones base on the central limit theorem, and the latter (non-
Gaussian) ones base on the limit theorem proved by B.V. Gnedenko (1939) and V. Doblin (1940)
[1]. In this case, the limit theorem imposes restrictions on the form of non-Gaussian distributions. In
order for the distribution law F(x) to belong to the domain of attraction of a stable law with a
characteristic exponent o (0 <o <2), different from the Gaussian one, it is necessary and sufficient
that

n fC0 L4

1-F(x) ¢
2) for each constant k>0

for x = oo, (2)
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1-F(x)+ F(—x) ke

for x — oo, (3)
1= F(kx) + F(—kx)

where the coefficients ¢, 20, ¢, 20, ¢, +¢, >0, 0 <a<2.
To prove (2) and (3) it is necessary and sufficient that with a certain selection of B, constants,
the following conditions were met [1, p. 189]:

nF(B,x) — C—la (x<0),
B
n[l - F(B,x)] > = (x>0), 4)
X

limlim n{ szdF(B”x)—[ [ xdF(B”x)l }:o'
=0 n—eo ‘-"‘Q' MQ

The smaller the o value, the longer the distribution tail and the more it differs from the
Gaussian distribution. For 1< <2, stable laws have a mathematical expectation; for 0<¢ <1, stable
laws have neither dispersions nor mathematical expectations. Conditions (2)-(4) determine the so-
called non-Gaussian statistics.

In ordinary statistics, fluctuations tend to zero when the sample size or the number of N terms
increases. This guarantees the asymptotically exact repeatability of averages and is the source of the
traditional successes of classical statistical methods in radiolocation. For Levy statistics, the
situation may differ radically. With an increase in the sample size, the accuracy of statistical
estimations does not improve! The standard form of the central limit theorem predicts disappearing
fluctuations for large N, and from the generalized central limit theorem (for a<1) it follows that the
fluctuations are significant for arbitrarily large N. At the same time, for o.<1, a case of global non-
ergodicity of processes is observed.

Note one more fact. Non-integral values of the & index in the range of 1 < o <2 correspond
to the generalized Brownian motion with long-term correlations and statistical self-similarity, i.e.
fractal process. Self-similarity is mathematically expressed by power laws. The fractal dimension of
the probability space of the time series is equal to o index:

o =1/H. (5)

where H is the Hurst exponent. It is necessary to distinguish the “ordinary” fractal dimension
D of the signal or image under study and the fractal dimension determined by the o index. If D
characterizes the “curvedness” of objects, then o characterizes the tail thickness of probability
distributions [4, 11, 13].

In V.A. Kotelnikov IRTE of the RAS, various original methods for measuring the fractal
dimension D have been developed; including the dispersion method, the method taking into account
singularities, functionals, triad, based on the Hausdorff metric, sample subtraction, based on the
operation "Exclusive OR", etc. [11, 13, 16]. The local dispersion method for measuring the fractal

dimension D is based on measuring the dispersion of the intensity / brightness O; of optical or

radar image fragments by two spatial scales é‘iz :
_Ino; -Ino;

" Ind,—In§,
In the Gaussian case, the dispersive dimension of a random sequence converges to the
Hausdorff dimension of the corresponding stochastic process. The principal difficulty is that any
numerical method involves discretization (or discrete approximation) of the process or object being

analyzed; and discretization destroys fractal properties. To resolve this conflict, it is necessary to
develop a special theory based on the methods of fractal interpolation and approximation.

,i=1or2. (6)
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The fractal dimension D or its signature D(¢, f, 7 ) in different parts of the surface image is a
texture measure. Fractal methods can function at all signal levels: amplitude, frequency, phase and
polarization. Fractional mathematical analysis has a long history and extremely rich content [5, 14].
Ideas about fractional integro-differentiation interested many prominent scientists: Leibniz, Euler,
Liouville, and others. Interest in fractional mathematical analysis arose almost simultaneously with
the origin of classical analysis (as early as in 1695 G. Leibniz mentioned this fact in letters to G.
Lopital when considering differentials and derivatives of 'z order). Note the set of papers by the
associate member of the Petersburg Academy of Sciences (1884) A.V. Letnikov, who, during his 20
years of scientific work, developed a complete theory of differentiation with an arbitrary index [14].

. . o a . .
At present, the expression for the fractional derivative Da, in the form proposed by Riemann and

Liouville ( g DZ ) is most frequently used.
The operator of integro-differentiation in the sense of Riemann-Liouville of the fractional order
o € R originated at the point a is defined as follows [3-7, 9, 11, 13, 14]:

mfm—s’g“ j 1@ 4z, a<0, ™

(z+1

D% = f(1), o=0, (8)

n

@ _ +on d" .. 1 d
r Dy = 8180 (t )d D, f()_—

o) [y f@yae, 9

where n—l<o<n, n€ N; sign(z) is determined by the equalitiessign0=0,

signz = Z/‘Z‘, (Z #+ O); I'(x) is a gamma function.

For functions differentiable on the interval [a, b], the definitions of fractional derivatives
according to Riemann-Liouville and Letnikov are equivalent. Currently, the Caputo formula [6, 7,
14] is widely used:

DEf(t) =sign"(t—a), D" f"(¢), n-1<a<n, neN. (10)
The Riemann-Liouville and Caputo derivatives are associated by the formula [11]
n-1 (k)
P o f (T) k-a
Dif(t)=,Dof(t)- Y —————r—t| , n—1<a<n, neN. 11
=D 03 e )
In the case o =n we get
n n : n dn
w Do S (O=cD,, f(¢) =sign (t_a)dt" f(@), ne N. (12)

The Caputo derivative has the same physical interpretation as the Riemann-Liouville
derivative. In particular, for f(0) =0 and 0 < & <1 there is the exact equality

e Doy f ()=, Dy f(2) . (13)

When comparing these derivatives, pay attention to the fact that in order to compute the
Riemann-Liouville derivative it is necessary to know the function values, and as for the Caputo
derivative, one should know the derivative values, which is much more complicated. Some
advantage of the Caputo derivative is that it is zero for a constant function, which is more usual for
a researcher.
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Conclusion

For the first time, the problem in the title of the work began to be studied by the author exactly
40 years ago at the IRE of the Academy of Sciences of the USSR when carrying out a fundamental
research cycle related to the development of new breakthrough radio physical technologies for
radiolocation. The main objective was to detect various low-contrast objects against the background
of heavy clutter from the ground surface on the base of one-dimensional (signal) and multi-
dimensional (optical and radar images) sample.

First, the complete families of textural features were studied (for the first time ever), then the
transition to fractal features started (again first-ever). Later on, the author united these families of
features in a common cluster of features. Huge data arrays obtained by the author in optics and on
millimeter waves in long-term joint field experiments with leading enterprises of the USSR served
as the source material. Up to the beginning of 2019, the author’s priority in the above-mentioned
scientific fields is confirmed by more than 1,000 scientific works and 37 domestic and foreign
monographs and individual chapters in them in Russian and English [28].
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CREATION AND DEVELOPMENT OF THE FUNDAMENTAL AREA
"FRACTAL RADIOPHYSICS AND FRACTAL RADIO ELECTRONICS:
DEVELOPMENT OF FRACTAL RADIO SYSTEMS”.

Part 2. SELECTED RESULTS AND PERSPECTIVE TRENDS.
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V.A. Kotelnikov Institute of Radio Technologies and Electronics of the RAS, Moscow, Russia,
Joint Chinese-Russian Laboratory of Information Technologies and Fractal Processing of Signals,
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In the second part of the article, the main results on the creation of new information technologies
based on textures, fractals, fractional operators and nonlinear dynamics methods obtained over 40
years by the author and the team under his leadership are presented. The investigation has been
conducted within the framework of the research area “Fractal Radio physics and Fractal Radio
electronics: Designing Fractal Radio Systems”, initiated and developed by the author in the V. A.
Kotelnikov Institute of Radio Technologies and Electronics of the Russian Academy of Sciences from
1979 until the present day. Introduction of the above-mentioned radiolocation terms to the scientific use
enabled the author for the first time in the world to propose and then apply new dimensional and
topological (but not energy!) features or invariants that are combined under the generalized concept of
“sampling topology” ~ “fractal signature”.

Keywords: radio physics; radiolocation; nonlinear dynamics; dimension theory; textures; fractals; scaling;
fractional operators.

INTRODUCTION

The paper discusses the main areas of the implementation of textures, fractals, fractional
operators and methods of nonlinear dynamics into the fundamental problems of radio physics,
radiolocation and a wide range of radio engineering to create new information technologies. The
investigation is conducted within the framework of the research area “Fractal Radio physics and
Fractal Radio electronics: Designing Fractal Radio Systems”, initiated and developed by the author
in the V. A. Kotelnikov IRTE of the Russian Academy of Sciences from 1979 until the present day
[1-50].

1. Main results

As a result of joint long-term natural experiments with leading industry research institutes and
design departments of the USSR and Russia, a statistical analysis of large amounts of new data on
the spatiotemporal dispersion characteristics of land covers within MMW and SHF ranges was
carried out. It took into account their seasonal and angular variations in various weather conditions
in order to define the boundaries of radar contrasts, the distribution laws of the specific RCS, the
spectral width, the time and the fluctuation correlation interval of the intensity of reflected simple
and complex phase-shift keyed signals within MMW range and the structure of the reflected pulse
signals that made it possible to consider the terrain features when developing various imaging
systems.

A theory of millimeter radio waves scattering by chaotic covers was developed. It used the first
introduced functionals of stochastic backscattered fields and frequency coherence functions with
regard to the antenna directivity diagram and the correlation of unevenness slopes. The results of
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this theory make it possible to determine the coherence zones of space-time radio channels with
variable parameters for optimal selection of the sounding signal bandwidth, frequency spacing in
multi-frequency systems and values of complex sounding signal base, reflected signal
characteristics, generalized uncertainty functions, potential accuracy of aircraft over flight height
estimates, characteristic dimension of unevenness. Theoretical and experimental results were used
in preparation of reference digital radar maps.

For the first time, a new class of informative features, based on the fine structure of the
reflected radar signals of millimeter range radio waves has been proposed. It makes for improving
the identification of land covers.

For the first time, complete assemblies of textural and spatial spectral-correlation features of
optical and radar images of real land covers have been studied, followed by clustering and
determination of the most informative features for certain texture classes. It has been proved that the
existence domain of textural features of radar images within the MMW range is completely
determined by the corresponding domains of optical image features. The performed experiments
demonstrated the effectiveness and generality of the proposed approach in the problems of land
cover classification when integrating images on optical and millimeter waves. The integration of
images increases the efficiency of detection, identification and classification based on an extended
vector of informative and stable features. The results of image processing are detailed digital radar
maps. Such maps make it possible to present radar information in a form suitable for further use in
the radio navigation of aircraft and the identification of various types of ground objects. [Note that
these studies had no analogues, neither in the USSR nor in Russia, and have not lost their relevance
at the present time].

For the first time, the author has developed a number of textural methods for detecting various
objects and their contours in real optical and radar images of the ground surface at small signal /
background ratios. A relationship between the dimensions of the object and the analyzed fragment
of optical and radar images of a wide class of land covers in the case of optimal detection has been
established.

The possibility of stochastic autoregressive synthesis of optical and radar images of land
covers with transformation of intensity bar graphs has been theoretically substantiated and
experimentally confirmed. The optimal dimensions of the intensity domain and the order of the
autoregressive series involved in the forecasting for adequate image synthesis have been
determined. With an increase in the correlation order, the domain for determining the textural
features of the synthesized images is narrowed. When comparing parts of the original optical or
radar image with a synthesized reference standard, it is shown that the resulting two-dimensional
binary field of cross-correlation coefficients directly detects the location of the object in the original
image. It makes for obtaining a circulation a map and dynamics of the detected object. Using
various combination algorithms (classical correlation, the method of pair functions, and the method
of absolute difference) it has been established that the physical accuracy of stochastic
autoregressive synthesis reaches 90%

On the base of the above mentioned radio physical studies, a system approach to developing an
axiomatic information model of radar maps of non-uniform terrain has been developed and
implemented. A generalized radio physical model for generating radar maps of non-uniform terrain
has been developed. It involves both methods of stochastic autoregressive image synthesis and the
information about the field of specific RCS of land covers. The characteristic gradation number of
the specific RCS of the ground surface has been defined. Based on the analysis of the system
architecture for obtaining the reference standard, an algorithm for synthesizing in the radio range of
contour and halftone radar maps of non-uniform terrain is implemented. It is shown that the
destruction of the correlation maximum takes place for a contour radar map of the terrain at a
wavelength of 8.6 mm at an angle of relative turn of 5°...7°, and for a halftone radar map — at an
angle of 14°...17°. Then, the fractal parameters have been first introduced into the generalized radio
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physical model for developing radar maps of non-uniform terrain. This fact has increased the
information content of the synthesis.

The existence of a strange attractor controlling radar scattering from vegetation covers was
predicted. Later on, the effect was experimentally detected at a wavelength of 2.2 mm (2002). The
obtained results confirmed the theoretical ideas about the existence of chaos in a dynamic system
that described the nature of the scattering of electromagnetic waves by vegetation covers. The
reconstruction of the attractor made it possible to determine its fractal dimension D, the maximum
Lyapunov exponent, embedding dimension, the prediction interval (time). The experimental
characteristics of the strange attractor formed the basis of a fundamentally new non-Gaussian model
of radar scattering of MMW by vegetation cover based on the theory of dynamical systems and
stable distributions. It was shown that the interval (time) of predicting the intensity of the reflected
radar signal is approximately by an order of magnitude longer than the classical correlation time.
This made it possible to introduce into the theory of radiolocation a new essential characteristic,
namely, the interval (time) of prediction, which extended the techniques and circuitry of radio
locators.

A reliable physical substantiation of the practical application of fractal methods in modern
branches of radio physics, radio electronics, and information control systems was estrablished. In
the mid 80s of the XX century an operating model of coherent compact digital solid-state radar
(DSR) on parametrons with a sounding wavelength of 8.6 mm with a complex signal base > 10° and
processing an input sub-noise signal on a carrier frequency was made jointly with “Almaz” Central
Design Bureau. While optimal processing, the energy potential of the DSR increased by 50 dB.
Then, a DSR on two sounding frequencies in MMW and SHF ranges with a fractal slot antenna (the
first in the USSR) was made. For the synthesis of images Radon transformation was used. In 1997,
methods of fractal modulation and fractal signals were developed for the first time. They included
H-signals, first introduced by the author.

The efficiency and perceptiveness of application of the fractional measurement and scaling
ratios theory (for textures and fractals) in the case of detection and identification (general filtering)
of one-dimensional and multidimensional radar signals from low-contrast targets against the
background of intense non-Gaussian interference of various kinds were found and proved for the
first time. Thus, that was fundamentally new radio engineering.

It is proved that when collecting, transforming and storing information in modern complex
monitoring systems of remote and mobile objects under conditions of intense interference, the latest
methods for processing information flows and multidimensional signals proposed by the author are
of great importance. Typically, the characteristics of such complex systems are demonstrated on
different space-time scales. The most adequate valuation of states of the system under study and the
dynamics of the state change of its subsystems are realized when using the theory of fractals and
processing multidimensional signals in a fractional dimension space with the necessary
consideration of scaling effects, which was first proposed and developed by the author in V.A.
Kotelnikov Institute of Radio Technologies and Electronics of the RAS.

A new method for measuring fractal dimension and the corresponding fractal signatures of
signals, images and wave fields, called by the authors a “local- dispersive” one, was proposed and
established. This method, as well as its effectiveness, was confirmed in practice by numerous
examples of corresponding digital processing of optical and radar natural and synthesized images,
including those with low contrast objects. Textural and fractal digital methods make it possible to
partially overcome a priori uncertainty in radar problems using geometry or a sample topology —
both one-dimensional and multidimensional. In this case, topological features of the sample, rather
than averaged implementations, which are often of a different nature, are of great importance.

Methods of fractal classification, clustering and identification of many types of natural and
artificial objects were studied for the first time on great arrays of experimental data in the form of
optical and radar images of real land covers with surface and subsurface objects. The number of
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areas around which fractal dimension values are grouped depends on the parameters of the
algorithm and the measurement technique. For example, with a small size of the measuring
window, we have a large number of groups; increasing its size, we obtain a fixed number of groups
or clusters; and, finally, with a very large window size, there 2-3 groups remain (fractal objects —
non-fractal objects — exception objects).

Investigation of the type or sampling topology of a one-dimensional (multidimensional) signal
for tasks, such as artificial intelligence, for the first time has made for compiling fractal features
dictionaries based on fractal primitives that are elements of a fractal language with fractal grammar.
The obtained data have been introduced into the synthesis of reference and current radar maps of
non-uniform terrain, as well as into developing non-energy radar detectors.

The results (UAV, SAR, medicine, etc.) show that fractal processing methods result in an
increase in the quality, object and target details in passive and active modes by several times. These
methods can be successfully applied to information processing from space and aviation complexes,
stealth high-altitude pseudo-satellites (HAPS) or detecting HAPS and UAV clusters, synthesized
clusters of space antennas and space debris. The fractal characteristics of elves, jets and sprites, the
most interesting types of recently discovered altitude discharges in the ionosphere, have been
investigated. The algorithms for extraction of a moving remote object of unknown shape (fractal or
non-fractal) in a low-contrast image formed in optical-electronic systems have been synthesized
with co-authors. Experimental results in images obtained in natural conditions, confirm the
effectiveness of the proposed processing methods. The possibility of synthesizing new fractal
functions and fractal functionals based on the theory of fuzzy sets has been proved for the first time.
The construction of new classes of fractal and multifractal subsets on fuzzy sets has been
formalized. As test functions, any classical non-differentiable functions can be used.

It has been shown for the first time that the physical content of the diffraction theory involving
multiscale surfaces becomes more distinct with the fractal approach and regard of the fractal
dimension D or the fractal signature as a parameter. Consideration of fractality significantly brings
together theoretical and experimental characteristics of scattering patterns of land covers, which is
important for radar and remote sounding tasks. For the first time ever, a long list of characteristic
types of more than 70 fractal surfaces based on Weierstrass functions, as well as more than 70
three-dimensional scattering patterns and their cross sections calculated for A =2.2mm,
A =8.6mm and A =3.0cm wavelengths at different values of the fractal dimension D and changing
scattering geometry has been studied and presented.

Analogs of Maxwell's equations with Caputo fractional derivatives have been deduced. Gauge
invariance has been considered and the diffusion-wave equation for scalar and vector potentials has
been deduced. A particular solution of the diffusion-wave equation has been found and analyzed. A
rigorous electrodynamic calculation of numerous types of fractal antennas, the design principles of
which form the basis of fractal frequency-selective surfaces and volumes (fractal “sandwiches”) has
been made.

Based on the topology of fractal labyrinths, a series of tiny broadband fractal antennas has been
synthesized. The author has proposed to synthesize large stochastic robust antenna arrays using the
properties of fractal labyrinths. Combination of several fractal labyrinth clusters with different
fractal dimensions makes it possible to develop adaptive broadband fractal antennas. For the first
time, a model of a “fractal” capacitor as a fractal impedance has been proposed and implemented.
Fractal-scaling methods for the tasks of radiolocation and the formation of the fundamentals of a
fractal element base, fractal sensors and fractal radio systems have been developed, substantiated
and applied. A physical approach to modeling a fractal capacitor and fractal impedances has been
developed. Promising elements of fractal radio electronics are functional elements, the fractal
impedances of which are implemented on the basis of the fractal geometry of conductors on the
surface (fractal nanostructures) and in space (fractal antennas), the fractal geometry of the material
microrelief surface, etc. Advanced approaches can be extended to a wide class of electrodynamic
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problems in the study of fractal magnonic crystals, fractal resonators, fractal screens and barriers, as
well as other fractal frequency-selective surfaces and volumes.

A new type and a new method of modern radiolocation (namely, fractal-scaling or scale-
invariant radiolocation) has been discovered, proposed and established. The efficiency of the
functionals, which are determined by topology, fractional dimension and the texture of a received
multidimensional signal for the synthesis of fundamentally new non-energy detectors of low-
contrast objects against the background of interference has been proved. An increase in the
sensitivity of the radio system (that is equivalent to an increase in the range of action) when using
fractal and texture features in topological detectors, has been confirmed. This leads to fundamental
changes in the very structure of theoretical radiolocation, as well as in its mathematical apparatus.

Fractal radiolocation can describe and adequately explain a much greater class of radiolocation
phenomena. The basis of the scientific area created for the first time in Russia and in the world, is
the concept of fractal radio systems and fractal radio elements, sampling topology and the global
fractal-scaling method proposed and developed by the author in the V. A. Kotelnikov IRTE of the
RAS. The theoretical radiolocation-related research makes it possible to solve effectively the
problem of detecting signals in conditions of intense interference and develop new fractal multi-
frequency MIMO systems.

The following postulates of fractal radiolocation have been developed:

1 — intelligent signal / image processing based on the theory of fractional measure and scaling
effects for calculating the field of fractal dimensions;

2 — sampling a received signal in noise can be classified as stable non-Gaussian probability
distribution of a D signal;

3 — topology maximum with a minimum of the input random signal energy (i.e. maximum
“escape” from the received signal energy).

These postulates open up new possibilities for ensuring stable operation at a small signal /
(noise + interference) relationship or an increase in the radar range.

The theoretical issues of fractal non-inertial relativistic radiolocation and quantum cosmology
in a curved space-time of negative fractal dimension have been substantially developed together
with colleagues from Russia and Israel (Haifa, Technion). Example: Based on the Schrédinger
equation with the fractional calculus operator with respect to spatial coordinates, the Feynman path
integral for the generalized Lagrangian with the fractional differentiation operator with respect to
time has been calculated. Note that at present in the United States, this fundamental scientific trend
acquired an imposing name of “Fractal Cosmology”.

The results of experimental and theoretical studies obtained by the author have been
implemented by leading industry research institutes and design departments of the USSR and
Russia and used in developing radio systems for various purposes, in interpreting data of remote
radio physical studies of the environment and in other applied tasks in which optical and radar
images of the ground surface serve as information materials.

Based on multi-year research, new theoretical trends were formulated and developed in the
theory of statistical solutions, statistical radio engineering and statistical radio physics, for example,
“The Statistical Theory of Fractal Radiolocation™, “Statistical Fractal Radio Engineering”,
“Theoretical Foundations of Fractal Radiolocation”, etc. The results listed above formed the basis
of the fractal paradigm and the unitary global idea of fractal natural science.

And one more thing:

In the book of 1. I. Guay On the little-known hypothesis of Tsiolkovsky / Prefaced and ed. by
Doctor of Technical Sciences P.K. Oschepkova. — Kaluga: Kaluga Book Publishing House, 1959. —
248 p. (pp. 24-25) one can find the following words:

“New scientific hypotheses almost always require new and unusual arguments because these
hypotheses deal with the new, not the expected, and the necessary regularities that this hypothesis
promises to create in the future are not obvious at first sight. This is the main vulnerability of new
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hypotheses, whereas well-established theories confirmed by practice often seem to be unshakable.
But not even the best hypothesis can be considered complete and absolutely motionless and, as
Leonardo da Vinci said, a scientist following traces will never get ahead.”

2. On promising trends of research on fractals and textures

On the basis of the above mentioned author's works, let us try to bring into focus the most
promising trends of fractal research in the field of progress in modern fundamental and applied
sciences:

1. Investigation of the capabilities of textural (spatial and spectral), fractal and entropy features
for radar detection tasks.

2. Synthesis of new models of radar signals scattering by land covers based on the theory of
deterministic chaos, strange attractors and fractal probability distributions — stable distributions.

3. Investigation of wave phenomena (propagation and scattering of waves, diffusion processes)
in fractal inhomogeneous media based on fractional integrodifferential operators. Further
development of fractal electrodynamics.

4. Synthesis of channel models of radar and telecommunication system based on spatial fractal
generalized correlators and fractal frequency coherence functions.

5. Investigation of the possibilities of identification of target shape or contours using fractal,
textural and entropic features. Work on the singularities of the input function.

6. Investigation of the potential possibilities and limitations of fractal methods for processing
radar and communication signals, including fractal modulation and demodulation, fractal coding
and data compression, fractal image synthesis, fractal filters. Transition to fractal radio systems.
Fractals in acoustic electronics.

7. Investigation of adaptive space-time signal processing based on fractional dimension and
fractional operators.

8. Search and study of new combined methods for detecting and identification of low contrast
target classes in high-intensity non-Gaussian noise.

9. Investigation of the possibilities of developing new media for transmitting information,
multiple-band fractal absorbing materials, constructing fractal antennas and fractal frequency
selective surfaces and volumes. Further development of the theory and technology of fractal
impedances.

10. Synthesis of new classes of fractals and multifractals with a generalization of the concept
of set measure.

11. Study of the type or sampling topology of a one-dimensional (multidimensional) signal, for
example, for tasks of artificial intelligence in order to compile dictionaries of fractal features based
on fractal primitives that are elements of the fractal language with fractal grammar, i.e.
investigation of the problem of “dimensional sclerosis” of physical signals and signatures. These
concepts, introduced by the author, suggest the study of the topological features of each specific
individual sampling, but not average implementations, which are often of different nature.

12. The forecast of the formation mechanisms and roughness characteristics in order to control
the geometrical parameters of the microrelief to obtain the desired physicochemical and operational
properties of products with modern non-equilibrium processing technologies of their surface layer.
Fractals in nanotechnology. (In 2008, the author proposed a new concept, namely, “Scaling of a
rough fractal layer and nanotechnology”).

13. The development of fractal non-inertial relativistic radiolocation in curved space-time of
connected structures, i.e. fractal geometry of space-time of deterministic structures. At present, in
the USA this fundamental scientific trend has acquired an imposing name of “Fractal Cosmology ™.
Our works with co-authors are listed in publications on this theoretical trend (arXiv: Cornell
University, USA).
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Conclusion

The performed investigations are priority in the world and serve as the basis for further
development and substantiation of the practical application of fractal-scaling and texture methods in
modern radio physics, radiolocation and nanotechnology, as well as in development of
fundamentally new and more accurate fractal-texture (topological) methods for detecting and
measuring parameters of radio signals in the spatiotemporal radar channel of the propagation of
electromagnetic waves with scattering. The crucial distinction of the proposed textural-fractal
methods from the classical ones is due to a fundamentally different approach to the main
components of the signal and field. This made it possible to get to a new level of information
structure of real non-Markov signals and fields. Thus, this is fundamentally new radio engineering.
The introduction of fractals, scaling effects and fractional operators gives "impetus" to modern
electronics as well, since all foregoing and present-day electronics is based exclusively (and only!)
on the basis of the theory of integral functions.

The results and conclusions made by the author together with his students also have great
innovative potential, the realization of which, in their opinion, will provide a solution to a number
of problems of modern radio physics, radio engineering, radiolocation, communication and control.
They will ensure new quality of detection and identification systems, development of new
information technologies and competitiveness enhancement of domestic radio electronics products.

The author has named only the most important issues related to the use of fractals, textures and
scaling effects in radio physics and radiolocation. In the development of fractal trends, many
important stages have already been passed, including the stage of formation of this field of science.
However, many problems still remain to be solved. Not results, not specific decisions are of the
greatest value, but namely, the method of solution, the approach to it. That is global fractal-scaling
method created and developed by professor A.A. Potapov. B. Mandelbrot (1924-2010) deserves full
credit for formulation of the theory of fractal geometry. But its radio physical / radio technical and
practical implementation is the achievement of the world-famous Russian scientific school of fractal
methods headed and led by the author of the article.
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SUMMARIES TYCIHIKTEMEJIEP AHHOTAIIUMN

Pseyszoe A.11., Kyoabaesa M.A., I'vceiinos H.P., Hemxaesa P.P., Meipzabexosa M.M.

Kpemunii okcnaiMen moaudukanusianran aMmop@Thl KeMipTek Ka0bIpIIAKTAPbIHBIH KYPBLIBIMBIH 3epTTeY.
Byn JkympIcTa MarHeTpoOHIBI HMOHJBI-IUIa3MANIBIK TO3aHJATy oMAICIMEH aproH aTMocdepacslHIa apanac HbICaHa/a
anpiHFaH  KpeMHHH okcumiMeH (a-Cy,:(SiO),) MomudukanusiaanraH amMopdTel KeMIPTEKTI  KaObIpIIaKTap
KapacTtelpeliFaH. KaOwlpimak OeTiHiH Tomorpaduschl MeH (a3aiablK KOHTPACThl aTOMJBIK-KYIITIK MHKPOCKOITA
seprrenai. JIOKanaplK KypbUIBIMbI PaMaHIbIK CIIEKTPOCKOMUSIMEH 3epTreni. KpeMHUH KOHIEHTPAUUSICHIHBIH apTybl
(hOTONMIOMUHECIICHIMSAHBIH oCyiHe okelerini kepcerinren. a-Ci.:(SiO), KaBBIpIIAKTAPBIHAA KOMIpTeri rHOpHATI Sp°
OailyTaHBICTAPBIHBIH apTybIHAH G MUKTIH TOMEH KHUUTIKTI aiiMaKKa BIFBICYBI aHBIKTAJIFAH.

Pszyz06 A.I1., Kyoabaesa M.A., I'yceiinos H.P., Hemxaesa P.P., Mvip3abexosa M. M.

HcciienoBanue CTPYKTYPHI IVIEHOK aMOP(HOTO yriiepoaa, MOAM(UIINPOBAHHBIX OKCHIOM KPEMHHSI.

B manHOUW pa®oTe paccMaTpHUBAKOTCS IUICHKH aMOp(HOTO yriiepojaa, MOIUGHUIMPOBAHHBIE OKCHIOM KpeMmHUs (a-Ci.
«(Si0)y), moyueHHBIE METOJIOM MAarHETPOHHOTO HMOHHO-IIA3MEHHOTO CO-PacIbUICHHS KOMOMHUPOBAHHOW MUIICHU B
atMocdepe aprona. VccrnenoBansl Tonorpadus u (pa3oBbIil KOHTPACT MOBEPXHOCTHU IJICHOK METOJOM aTOMHO-CHIJIOBOM
MUKpocKomuu. V3ydeHa JOKajdbHAs CTPYKTypa METOJOM PAMaHOBCKOW CIeKTpockomuu. [loka3aHO, YTO yBEIUYCHUE
KOHIICHTPAIUN KPEMHHUS TIPUBOIUT K POCTy poTormromuuectieHnnu. CMerienne G mrka B HU3KOYACTOTHYIO 00JIacTh B
mierkax a-C:(SiO), yKasbIBaeT Ha YBEIMUCHHE SP° THOPHAM3ALMH CBSI3eH YIIIepoa.

Acmanoe C.X., lllapunos M.3., Kacumosa I'. K.

PubodiaBuH epiTinaicinaeri rumoxpoMabIK acep.

EpiTkimurepain cymbl koHe OWHApPIBI KOocHajapblHAa pHOOGIaBUH MOJEKYJAaJapblHBIH O3JITiHeH XUHATY MpoIeci
CHEKTPOCKONMSJIBIK SMicCIieH 3epTTeiii. B2 BUTaMHH MoOJEKyJIaJapblHBIH ©3JiriHeH jxuHaidy Ban-nep-Baanbsc
KYIITEPIHIH IUIOJIb-JUIIOJBIBIK ©33apa OpEKeTTeCyIMEH J>XYPEeTiHi, HATIKeciHne prOO(IaBUH MOJEKYyJaIapbIHBIH
KO3FaH JIEKTPOHIBIK ACHICIJIEpiHIH PE30HAHCTHIK bIIBIpaybl OalKamaTeIHbl KepceTireH. KoibuiTeuFran epitinainepue
KOHE epiTKIITepHiH OWHapyibl KOocCHalapblHAa OalfKajlaTelH THIOXPOMABI  acepiep puOodiIaBUHHIH 031
arperauysulaHFaH MOJIEKYJIaNapbIHBIH OJIapAbIH MOHOMEpJIEPiHe KAaTHICTHI JKYTHUTY KaOiJeTiHiH a3aloblHa OaHIaHbICTHI.
PubodnaBuHHIH ©31iriHEeH arperauysulaHfaH MOJIEKYJIAJIApbIH JKYTBUIY JKOJIaFbl JIAMMHApIBl THAPOJMHAMHKAIBIK
aFbIHJIA AJIBIHFAH CHI3BIKTHIK JJMXPOU3M CIIEKTPIMEH aHBIKTaJFaH.

Acmanoe C.X., lllapunos M.3., Kacumosa I'.K.

I'mnoxpomublii 3¢ ¢ekT B pacTBopax pudodiaBuHa.

CHeKTpOCKOTTMYECKIM METOJOM HCCIIEIOBAaH MPOIECC caMOCOOPKH MOJEKys puOodIaBUHA B BOAHBIX M OWHAPHBIX
cMmecsx pactBopureneid. IlokazaHo, 4Tro camMocOOpKa MOJEKYJ BHUTaMHHA B, MPOMUCXOIUT TUMONB-IUIIOIBHBIM
B3auMojieiicTBrueM Ban-nep-BaanbCoBBIX CHI B pe3yiabTaTe KOTOPOTO MPOMCXOIWT PE30HAHCHOE pACIICIUICHUE
BO30YKIICHHBIX SJICKTPOHHBIX YPOBHEH MOJIEKyN prOodiuaBuHAa. B KOHICHTPHPOBAHHBIX PACTBOPAaX M B OMHAPHBIX
CMeCsSIX PACTBOpHUTEICH HaONMIOAaeMble THIIOXPOMHBIC 3(QEKThl 0O0YCIOBICHB YMEHBIICHHEM HHTCHCUBHOCTH
MOTJIOIIATEIFHON CIIOCOOHOCTH CaMOarperupOBaHHBIX MOJICKYI prOodIaBUHA MO OTHOIICHUIO X MOHOMepoB. [Tomoca
MOTJIOIICHHUST CaMOArPEerPOBAHHBIX MOJCKYd pPHOO(IABHHA ONPEICICHbl MOMYYCHHBIMH CIIGKTPaAMH JIMHEHHOTO
JMUXPOU3Ma B IJAMHHAPHOM THAPOIMHAMHYCCKOM MOTOKE.

FOpoe B.M., barmabexos A.C., Jlaypunac B. 4., I'vuenxo C.A.

CerHerodJeKTpJIiK KpucTAIAaApAbIH eeMIik 3¢ dexTisiepi :kdHe 0eTTiK IHeprusichl.

Bertik kepinyzi cunaTTay yiriH O€TiHiH Keaip-OyAbIPJIBIFBIH eCKepMel, aTOMIBIK TETiC CETHETOAIEKTPUKTEPAIH OETTiK
KaOaTBIHBIH MOZENI KapacThIpbUIFaH. KOHICHCHpPJIEHTreH OpTaHBIH HAHOKYPBUIBIMIBIK KACHETTEPiH aHBIKTAyHarbl
KQXCTTI IAPT OHBIH KACUCTTEPiHIH OJIIEMIe TOYSIIUIIri OONBIN caHaagbl. ATOMIBIK TETIC KPUCTAIIBIH OCTKI KabaThl
d(l) xoue d(Il) exi xabarran Typansl. KanbiHIBIFE # = d OonaTelH KadaT - aTOMBI Teric KpuctanabiH (/) kabaTsl, an
h=10d xabater - (II) xabar men atamanpl. h~I/0d xe3iHme MarepHaIIbIH (U3MKAIBIK KACHETTEPIHIH eJeMre
Toyeiniri Oaiikana Gacraiasl. £ = d Gonranna OerTik Kabarra dazanbik aybicy xypexi. On pU3HNKaIbIK KaCHETTePAiH
KYPT e3repyiMeH KaTap JXypexdi, Mbicaibl XOJUIIbIH Typa acepi Kepi TypiHe esrepeni. KoHIEHCHpIICHTeH OpTaHBIH
(MeTanmap, TUAJIEKTPUKTED, CETHETOIEKTPUKTED JKoHE T.0.) OCTiH 3epTTeyIiH OYpPHIHFHI JKOHE 3aMaHayH HOTIXKeJIepi
OJIIIEM/IIK 9CEpMEH KOHE OJIAPABIH COHFBI KYPBUIBIMAAPEIMEH MIAPTTAJIFaH AETeH KOPBITHIHIBI JKacayra 0oasl.

FOpoe B.M, barmabexos A.C., Jlaypunac B. Y., I'yuenxo C.A.

Pa3zmepHble 3¢ ()eKTHI M TIOBEPXHOCTHASI IJHEPTHUSI CETHETOIIEKTPHYECKNX KPHCTAJLIOB.

Jlist  ommcaHus MOBEPXHOCTHOTO HATSXKCHUS] PACCMOTPEHA MOJIENb MOBEPXHOCTHOTO CJIOSI ATOMapHO-TJIaIKUX
CETHETONIEKTPUKOB, TpeHedperas MIepOXOBATOCThIO MOBEPXHOCTH. CUMTAETCs, YTO HEOOXOAWMBIM YCIOBHEM st
MIPOSIBJICHUST HAHOCTPYKTYPHBIX CBONCTB KOHACHCHUPOBAHHOW CpEIbl SBISCTCS pa3MepHas 3aBHCHMOCTh €€ CBOICTB.
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[ToBepXHOCTHBIN CI0M aTOMapHO-TIaAKoro kpucramia coctouT u3 aByx cioeB — d(I) m d(II). Cnoii Tommmuo# h=d
HasBaH cioeM (I), a cioit nmpu h=10d — cinoem (II) aromapHo-rnaakoro kpucramia. [Ipn h=10d HaunHaeT mposBAATHCS
pa3MepHasi 3aBUCHMOCTb (PM3MUECKUX CBOWCTB Marepuaina. [Ipum h=d B mOBepXHOCTHOM cillo€ MPOHCXOMUT (ha30BBIH
nepexol. OH CONPOBOXIAETCSI PE3KUMH HM3MEHEHUSIMH (DU3MUECKMX CBOMCTB, Hampumep, npsmoit addexr Xoma-
[Tetya mensieTcst Ha 0OpaTHBIA. MOXKHO 3aKJIIOUNTH BBIBOJ, YTO M MIPEXKHUE U COBPEMEHHBIC PE3YIIbTaThl HCCIIEJOBAaHUN
MIOBEPXHOCTH KOHJIGHCHPOBAHHBIX Cpel (METaJUloB, JAWAJIEKTPHKOB, CETHETOAJIEKTPHUKOB U T.JI.) OOYCIIOBJIECHBI
pa3sMepHBIMHU 3G PeKTaMK U KOHEYHBIMU CTPYKTYpaMH MX CYIIECTBOBaHHSI.

Caynebekos A.O., Benoc /]., Kambaposa K. T., Caynebexosa /I.A., Bacunvesa K.U., Ceiidyanvt X.b.

BipTekTi eMec dJIeKTpCTATHKAJIBIK OPic Heri3iHae 3apsiATajJFranH 0eJieKTepaiH IJHePrusl TAJIAFbIIIBIH KYPY.
l'umepOonanbik 3aH OOWBIHIIA KEMHUTIH OIPTEKTI eMeC SJEKTPCTATUKANBIK Opic HeTi3iHAeri aiHambl JHEPTHs
TAJIAAFBILTHIH AJIEKTPOH/IBIK-ONTHKAJBIK CUIIATTaMaNaphl 3epTTeired. JKyMbIcTa aifHANbI MIAFbUTY PEXXUMIHIE KYMBIC
ICTEHUTIH JJIEKTPCTATHKANBIK ©pIiCTe 3apsATaldfaH OeNIICKTePHiH TPACKTOPHUICHIH CCENTEYHIH JKYBIK-aHATHTHKAIBIK
omici KommaHeULABL. MHTerpomudGupeHIanapl TYpAe 3apsaTaifaH OeIIeKTEepIiH KO3FAIbIC TCHJICYi alIbIHIBL.
BiprekTi emec epici 6ap TaaIarbIITEIH €H ONTUMAJIbl HYCKACHIHBIH CYJI0AChl aHBIKTaJIIbL.

Caynebexog A.O., Benoc /I., Kambaposa XK. T., Cayneberosa J].A., Bacunvesa K.H., Cetioyanvt X.b.

Pa3pa6oTka 3HEProaHaIn3aTopa 3apsisKeHHbIX YACTHI] HA OCHOBE HEOTHOPOIHOI0 JIEKTPOCTATHYECKOI0 MOJIs.
HccitemoBaHbl DIICKTPOHHO-ONTHIECKHE XapaKTEPUCTHKH 36PKATBHOTO SHEProaHAIN3aTOpa Ha OCHOBE HEOJHOPOIHOTO,
CIAAIONIETo M0 THIEepPOOIMUeCKOMY 3aKOHY, 3JICKTPOCTATHYECKOTO MOJSL. B paboTe MpUMEHSIICS TPHOIKEHHO-
AHAMTAYECKAN METOJI pacuera TPACKTOPHH 3apsHKCHHBIX YACTHUI[ B SJIEKTPOCTATHYCCKOM TIOJNC, JCHCTBYIONIEM B
pEeKUME  3epKaIbHOTO OTpaKeHHs. IlodydeHO ypaBHEHHWE JIBW)KCHHS 3apsDKEHHBIX YacTHIl B HHTETPO-
nupdupenmansHoit popme. Halimena cxema Hambosiee ONTHMAaIbHOTO BapHaHTa aHAIW3aTopa C HEOIHOPOIHBIM
TIOJIEM.

Komexos C.E., Caumosa H.K.

KemipTeri HaHOKYpBIIBIMAAPABIH (OTOTIOMHHECHEHIUACHIHAA AHTHCTOKC KAHATBIHBIH JU( (Y30l CIeKTpJIepi.
Makanaga TOJKBIH Y3BIHIBIFBI KO3IBIPATHIH >KapbIK TOJKBIH Y3BIHIBIFBIHAH KBICKA OOJIATHIH (DOTOIIOMHMHECLEHTTIK
coyneneHy - aHTH-CTOKC €Tl aTajaThlH CayJielieHy 3eprreneni. POoTOMIOMHUHECHEHIMSIHBIH Oyl epeKIIeNiKTepi
KypaMmbIHIa KeMipTeri 6ap amopd sl cyrekTenaipiares kemipreri a-C: H skoHe Taburn OHomosmMep-KoJulareH CUsKThI
3arrapna OypsiH Oaiikanabl. By oObekrinepai OipiKTipeTiH OpTak KypbIIBIMIBIK KaCHET — KYpaMbIHAA KOMIpTEruIik
aNTHIOYPHIITApABIH - OCH30J1 CaKWHACHI SIAPOCHIHBIH Oonybl. KypamblHma KemipTeri 0ap HaHOKYpPBUIBIMAAPIaFbl
(OTOTIOMUHECIICHIIUSIHBIH, AUMEP-OKCKUMEPIIIK MOl CIEKTPAIH aHTHU-CTOKC KaHATBIH TYCIHAIPY YIIIH >XacayFaH.
Kypambina kemipreri 6ap oOBEKTiIepAe TEPMUSUIBIK OCIICEHIIPIITeH ajblH-alla KO3ABIPBUIFaH KYHIEepAl yiecTipy
(YHKITUSACBIHBIH TeMITEpaTyPabIK TOYCIAUIIr aHBIKTAIAbBl. AHTH-CTOKC KAaHATBHIHBIH KapPKBIHIBUIBIFBIHBIH CTICKTPIIIK
TOYENIUTIKTEP] SKCUMEP IMYHKBIPIAPAAFhl KYWJIEPIiH THIFBI3IBIFIH €CKepYIMEH €CenTeNreH.

Kymexos C.E., Caumosa H.K.

Juddys3Hbie cieKTpbl AHTHCTOKCOBA KPbLIa (POTOIIOMHHECIEHIIUH B YIJIEPOIHBIX HAHOCTPYKTYpax.

B crarbe uccienyercst (OTOMOMUHECHICHTHOE U3JTyYEHUE C AJIMHOW BOJIHBI, MEHBIIEH JUTMHBI BOJIHBI BO30YKIAIOLIETO
CBETa, KOTOPYIO OOBIYHO HA3BIBAIOT aHTHCTOKCOBOW. DTH 0COOEHHOCTH (DOTOIIOMUHECIICHIINH paHee HaOII0Iaich B
TaKUX YIJIEPOJCOJEpKAMX OOBEeKTaX, Kak amop(HBI THaporeHUsHpoBaHHBIM yriaepox o-C: H u HaTHBHBIN
Ouomnonumep-kosutared. OGIIUM CTPYKTYpHBIM CBOHCTBOM 3THX OOBEKTOB SIBJISIETCS HAJMYUE YIIIEPOIHBIX T€KCarOHOB
— siep OEH30JBHOTO KOJIbIA. J{uMep-akcuMepHas MoJeb (POTONOMHHECIICHIINY B YTIEPOAHBIX HAHOCTPYKTYpax Obuia
pas3paboTaHa 111 00BICHEHHUS] aHTHCTOKCOBOTO Kpblla CHEKTPOB. OIpeaeneHs! TeMIEepaTypHbIe 3aBUCUMOCTH (QYHKINN
pacnpeneneHuss TePMUIECKH aKTHBHUPOBAHHBIX IPEIBAPUTEIBHO BO30YKACHHBIX COCTOSIHUI B YIJIEPOACOACPIKAIINX
oObekTax. PaccunTaHbl CHEKTpajdbHBIE 3aBHCHMOCTH HHTCHCHBHOCTH AHTHCTOKCOBA KpbIIa C YYETOM IUIOTHOCTH
COCTOSTHUM B SKCUMEPHOMU sAMe.

Hlapunos M.3., Mupaconosa H.H., Hatiumog JI.E.

FeBO; MOHOKpHCTANIBLIHBIH AOMEHIIK KYPbUIBIMbIHA OipTekci3 paauajabl-0aFbITTAIFAH MeEXaHUKAJBIK
KepHeyJepain acepi.

Marautoontukaislk, onictieH FeBO; MOHOKPUCTAIUTBIHBIH TOMEHIIK KYPBUIBIMBIHA OipTEKCi3 paguaiasl OarbITTallFaH
MEXaHMKaJBIK KepHeyJepAiH acepl 3eprrenni. byn skarmaiina ceiry KyuniHiH OarbiTel OolibiMeHn FeBO; Gasucrik
Ka3BIKTHIKTBIFBIHA OCEP €TETIH MATHHUT OPICIHAC KPUCTAIAAFbl MArHUTTEIY MPOICCIHIH HOTIDKCCIHIE ChIHA TOPI3[i
IOMEHZEp Kyleci maiaa Oomaapl, oiap TeMIepaTypagaH Toyenmi H, mamanapbiHbly H, THAa30HBIHIAFEl ©picTep
WHTEpBaNbIHAa Oap Ooiaabl. AJIBIHFAH HOTHXKEJIEP JAOMEHIK KYPBUIBIMHBIH TEPMOJMHAMHKAIBIK TCOPHUSCHI asChIH/A
Kyprizingi. KoamaHbUIaTeIH TEOPHSUTBIK MOJIETh SKCIIEPUMEHTTe OalKaIAThIH d TAMACBHIHBIH CaJBICTRIPMAITBI ©3TepyiH
MarHHT epic IeH TeMIlepaTrypara OaiJIaHBICTHI CUTIATTayFa JKaKChl MYMKIHIIK OepeTiHI KOpCeTiIreH.
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Hlapunos M.3., Mupoiconosa H.H., Haiiumos JI.E.

BiansiHHe HEOTHOPOIHBIX PAAHAIbHO-HANPABIEHHBIX MEXaHHYECKHX HAMPSKEHUIl Ha JTOMEHHYK CTPYKTYpPY
MoHokpucrauia FeBO;.

MarHuTOONTHYECKAM METOJIOM HKCCIICAOBAHO BIIMSHUEC HEOJHOPOJHBIX PAIUAILHO HAMPABICHHBIX MEXaHHYCCKHIX
HATPSKCHUH Ha JOMCHHYIO CTPYKTYpy MOoHOKpucTaia FeBO;. OOHapykeHO, 9YTO B MATHUTHOM TI0JIE, TIPHIIOKCHHOM B
6aszucHoi TutockocTr FeBO; BIONbh HampaBJICHUS CHKUMAOIICH CHIIBI, B IMPOIECCe HAMATHUYMBAHUSA B KPUCTAJIIC
BO3HHUKACT CHCTEMa KIMHOBUIHBIX JOMCHOB, CYIICCTBYIOIIAas B HEKOTOPOM 3aBHCAIIEM OT TEMIICpATyphl WHTEpBAle
mone# B guamazoHe H, BemuumH H. OOCyXICHHE TIOJNyYCHHBIX pE3YJITATOB IMPOBEACHO B paMKax
TEPMOJAVHAMHYCCKON TEOPUU TOMEHHOH CTPYKTYphl. [loka3aHO, YTO HCIONBb3yeMas TEOPETHUYCCKAas MOJENb XOPOIIO
MTO3BOJISICT OIKCATh JKCICPUMCHTAIBHO HAOII0IaeMOE OTHOCHTEIIBHOE HM3MEHCHHE BEIMYMHBI d 6 3aBHCHMOCTH OT
MArHUTHOT'O TIOJISE B TEMIICPaTyPhI.

Kymabexos A.JK., Cerueepcmosa E.B., Hopaes H.X.

TiO,-GO HaHOKOMMNO3UTiHiH GOTOKATATUTHKAJIBIK 0eJICeHAITIriH 3epTTey.

I'mpporepmanbaik omictiH kemeriMen rpadeH oxcuai xkoHe TiO, HeriziHAe HAHOKOMIIO3UT CHHTE3JIENTCH.
HaHOKOMNO3UTTIH Kypbulybl PaMaH-CIeKTpocKOIMs MaliMeTTepiMeH nanenieHreH. PamaH-criekTprepinae rpaden
okcuni MeH TiO, —HiH cUmaTTamMaiblk MakcuMyMaapsl Tipkengi. 9JC tanmay MomiMeTTepi HAHOKOMIIO3UTTE TUTAH,
KOMIpTEK XKoHE OTTeriHiH Oap OomysiH kepcerTi. TiO,-GO HaHOKOMITO3UTIHIH OETTiK MEHINKTI aymaHel TiO, —MeH
canmbIcThIpranna 1,16 ece ynken. ©Op Typmi pH geHreini  neKTpoONMTTEpAE CHHTE3IENTCH MaTepHalIbIH
(oTOKaTaMUTUKAIBIK OelceHALTriHIH 3epTreyi xyprisireH. TiO,—~GO-n1a (OTOTOKTBIH T€HEPAUCHl AIIEKTPOIUTKE
Toyenni 6onateiabl koHe NaOH, KOH >xone Na,SO, -ne taza TiO, KaObIpiiakTapbIMeH CalbICTBIpFaH/Ia COWKECiHIIe
2,9, 1,3 xone 1,05 ece apTaThIHABIFBI KOPCETIITEH.

Kymabexos A.JK., Cerueepcmosa E.B., Hopaes H.X.

HccaenoBanue GoToKATAIUTHYECKOH aKTUBHOCTH HaHOKoMMIo3uTa TiO,-GO.

l'uaporepMallbHBIM METOJIOM CHHTE3WpPOBAaH HAHOKOMITO3UT Ha OCHOBe okcuaa rpadeHa u TiO,. OO6pasoBanHue
HAHOKOMIIO3UTa OBUIO TOATBEPXKICHO MJaHHBIMH PamaH-criekTpockonuu. B PamaH-criekTpax 3aperucTpupoBaHBI
XapakTepHble MUK okcuaa rpadena u TiO,. DJIC aHanu3 mokasan NPUCYTCTBHE THTaHA, YIIIEPOAa M KHCIOPOAa B
HAHOKOMITO3UTE. YJIeNbHAs IUIOIIAAb MOBepXHOCTH HaHokommo3uta Ti0,-GO B 1,16 pa3 Gomeme, yeM mist TiO,.
IIpoBeneHo wuccnemoBanrue (POTOKATATUTHYCCKOW AKTUBHOCTH CHHTE3MPOBAHHOIO MAaTEpUalia B JICKTPOIUTAX C
pasimuuabiM ypoBHeM pH. Tlokasano, uto reHepanus gortortoka B TiO)—GO 3aBUCHT OT 3JEKTPOIUTA U BO3PACTACT B
2,9, 1,3 u 1,05 paza B NaOH, KOH u Na,SO,4, COOTBETCBEHHO, TIO CPABHEHHUIO € IIIeHKaMu aucToro Ti0,.

Acenvmenes M.E.

CyiibIK KpHCTANJapAaFbl MoJIeKYJIaapalibIK 63apadpexkerTecyJep.

CyHBbIK KpUCTAIIapAsIH Me30(a3achlHAaFsl Oarmapiibl PeTTUTIKTI JKY3ere achIpyIbIH BIKTUMAJIbl MeXaHHU3MIEpiHe
Tanmay Skyprizinred. KypbiieiMmarel O€H307 cakuHaiap Me3odaszaHblH Oap OOJybIHIA HETI3Ti PO aTKapaThIHbBI
kepceringi. beHson cakuHanmapaarbl CaKMHANBIK TOKINEH mmaprrainraH @aH-DiekoBCKHM TapaMarHeTusMmi MyHman
perTinikTig 6ip ce6ebi 60srybl MyMKiH. ByJ1 MarHuT epiciHiH acepi Ke3iHIer: CyHbIK KpucTanaap/ia peTTUTKTIH )KOFaphl
Jopexecin Tycinaipe amagsl. OcblMeH OallaHBICTBI CTAHKHHI JKarJalblHAa MOJICKYJIaapalblK ©3apadpeKeTTecy
MarHuTTIK KypaymbiFa ue 001ysl MyMKiH. CYHBIK KpUCTaIIZBI MOJICKYJIajap aHCaMOIIiHIH TOpPTiIOiH MoJienbey Ke3iHae
MOJIEKyJlaapaliblK  ©3apaspeKeTTeCyAiH MYMKIH OOJaThlH NOTCHIHMAIIBIH Typi YCHIHBUIABL. CyYHBIK KpHCTaimap
MOJICKYJIJIAPBIHBIH  PETTUNTIHIH TaOWFaTel 9p Typili TaOuraTka He, Oipak Oip peTTidmik Imamacel Oo¥bIHIIA
MOJIEKyJIaapalbIK 63apa OPEKEeTTECyIEPMEH aHBIKTAIAThIHIBIFBI KOPCETLII.

Aeenvmenes M.E.

MexMoJIeKyJsipHble B3aUMOJEHCTBHSA B KHIAKUX KPUCTAJIAX.

[IpoBeneH aHaIN3 BO3MOXKHBIX MEXaHW3MOB OCYIIIECTBIICHUSI OPUEHTAIIMOHHONW YIOPSI0UYEHHOCTH B Me30(a3e KUIKUX
kpuctaioB. [TokazaHo, 9To0 O€H30JbHBIE KOJIBIIA B CTPYKTYPE UTPAIOT OCHOBHYIO POJIb B CYIIECTBOBAHHUU Me30(asbl.
dan-OnekoBCcKHil apaMarHeTH3M, OOYCIOBJICHHBIA KOJBICBHIMU TOKAMH B OCH30JBHBIX KOJbBIAX, MO-BHINMOMY,
SIBIIICTCS OJMHOW W3 TMPUYUH TaKOW YyHmOpAAOYeHHOCTH. [lo-BUAMMOMY, STO OOBSCHSICT BBICOKYIO) CTCIICHB
YHOPSAIOYEHHOCTH SKUAKUX KPHUCTAJUIOB NMPHU BO3ACHCTBUM MAarHUTHOTO MOJisL. B CBS3M C 3THM, MEXMOJIEKYJISIPHOE
B3aUMOJICHCTBUE B Cly4yae CTalKMHra MOXET MMETh U MAarHUTHYIO COCTaBiisiolnyto. [IpeanoskeH BUA BO3MOXHOTO
MOTCHIMANAa MEXMOJICKYJISIPHOTO B3aUMOJICHCTBUS IIPH TPOBEICHUHM MOJCIHPOBAHUS IOBEICHHUS aHCAMOISA
KUJAKOKPHCTAUNIMISCKUX MoJiekynn.  [loka3aHo, 4TO Tpupoja YHOPSAAOYSHHOCTH MOJEKYJ JKHUIKHX KPUCTAIIOB
OTIPENICNACTCS MEKMOJIEKYJIIPHBIMH B3aUMOJICHCTBUSAMU Pa3IMIHON TPUPOIBI, HO IO BEIMYUHE OJHOTO MOPSIKA.

3aseopoonuii A.B., Aumyxanos A.K., 3etinuoenos A.K., Arodexosa A.E.
Marnur epicinin CuPc HAaHOKYPBUIBIMBIHBIH BOJIbTAMIIEPIiK cUIIaTTAMAJapbIHA dcepi.
JKymbicta HaHOKYPBUTBIMABI MBIC ¢TanonuannHiage (CuPc) 3apsa TackIMaimarblITapAbsl TachIMaIay IMPOIECiHIe
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CITUH KYWJIEPiHIH POiH 3epTTey HOTIKENepi YCHHBUIFAaH. TepMISUIBIK TO3aHIaHy 9iCIMEH albIHFaH KaObIKma o-hasza
KypbUIbIcblHA ne ekeHuiri jxoHe CuPc HaHoTacmamapsl n-¢azacblHOa OpHanacaThIHABIFEL KepceTireH. CuPc
HAHOKYPBUIBIMBIHBIH BOJIBT-aMIleplik cunarramanapsiHa (BAC) cbIpTKel MarHUT epiciHiH acepi 3eprTenni. MarHur
opiciHe eHri3y Ke3iHIe KbICKa TYHBIKTAly TOK MOHIHIH a3aiobl OWIONSpPOHHBIH Maiga Oony mporeciHue
TOJIIPOH/IAPBIH «CIIUHIII OyFaTTay» MeXaHH3MiMeH OaiaHbICTBI O0JaThIHBI KepceTinreH. Hanoracnanapaa «cruHIi
OyFaTTayabIH» acepi KyIITipeKk OalKanaThIHbI KOPCETIITeH.

3aseopoonuii A.B., Auimyxanos A.K., 3etinudenos A.K., Arobexosa A.E.

BiiMsiHMe MAarHUTHOTO N0JIs1 HA BOJbTaMIIePHbIe XapaKTePUCTUKH HaHOCTPYKTYp CuPc.

B pabote mpeacTaBIeHBI Pe3yabTAaThl HCCIEAOBAHUS POJH CIIMHOBBIX COCTOSHHH B IpOIECCe MEpPEeHOca HOCUTENEH
3apsiaa B HAHOCTPYKTypax ¢ranormanuaa meau (CuPc). [TokazaHo, 94To TUIEHKA, TIOTydeHHAsT METOIOM TEPMUYECKOTO
HaNblICHUS, UMEET CTPYKTYpy o-¢a3bl, HaHoineHTs! CuPc Haxomsatcs B m-¢asze. MccienoBaHo BIUSHHE BHEIIHETO
MarHuTHOIO MOJsi Ha BosbTamnepHsle xapakTepuctuku (BAX) nanoctpykTyp CuPc. IlokaszaHo, 4TO yMmeHblIeHUE
3HAQUEHHE TOKAa KOPOTKOTO 3aMBIKaHMS NPU HAJIOKECHUHM BHEUNIHEIO MAarHUTHOTO IIOJISI CBS3aHO C MEXaHHW3MOM
«CITMHOBOH OJIOKMPOBKM» MOJSIPOHOB B Tpoliecce oOpazoBaHus OoumnonspoHa. [lokasano, yTo B HaHOJNeHTax 3ddexT
«CITMHOBOH OJIOKMPOBKMY TIPOSIBIISIETCS CHIIbHEE.

Konbanuna K.b., Maxcenos H.A., bBumbemosa I M.

MyJabTHMOJIEKYJANBIK KAObIKIIAKTAPABIH KYPbUIBIMBI Me€H 3JEeKTPOHIbI OTYJepAi KBAaHTTHIK-XHMMSLUIBIK
ecemnrey.

DyopecleHIUSHBIH JTUHAMHUKAJIBIK )KOHE CTATHKAIBIK OUIyJiepl OTTeri MOJeKyJalapbiMeH e3apa dpeKeTTecyi Ke3iHae
)ypeTiaairi 6enrimi. OTTeri MEH aHTpaleH KeMIeHIHIH eH KapanaibiM YJTiJIepiHeH - OTTETiHiH Oip MoJeKyIachiHaH
JKOHE aHTPaleH MOJICKYJIACBIHBIH KYPBUIATHIH KEIleH YChIHBbUIAAbl. KBaHTTHIK-XUMUSIIBIK ecenrteynep Gaussian 98
OarmapiaMalbIK TMaKeTiHIH KOMETIMEH JKYPTi3iireH. AHTpaleH MEH OTTETi MOJICKYJaJaphIHbIH KEIIeHI YIIiH HeTi3Ti
JIEKTPOHABIK KYHAIH Tere-TeH TeOMETPUsCHl albIHABL. bepiareH KemeH VINIH 3JIEKTPOHABIK JKYTBULY CIIEKTpi
ecenTeireH. AHTpaleH MeH OTTETiHIH OyJ1 KelleHi — GOTOOPHBIKTH €eMEC €KEH/IIT aHBIKTaJIFaH.

Konbanuna K.b., Masxcenos H.A., Bumbemosa I".M.

KBaHTOBO-XHUMHYeCKUE PACYETHI CTPYKTYPBI H 3JIEKTPOHHBIX MEPEX0/I0B MYJILTHMOJIEKYISIPHBIX ILIEHOK.
JlnHaMudeckoe M CTaTHYeCKOoe TYMICHHS (DIyOpeceHINH MPOMCXOAUT IPH KOHTAKTE B3aMMOICHCTBHHM MOJEKYI
kuciopoxaa. V3 Hambosee mpoCcTHIX MOJeNeil KOMITIIeKca KHCIOPOa M aHTpalleHa MpeIaracTcsi KOMIUICKC, COCTOSIIIHI
W3 OIHOM MOJEKyJsl KHCIOpoJa M aHTpameHa. KBaHTOBO-XMMHYECKHE pAacdeThl BBIIIOJHEHBI C MOMOIIBIO
nporpaMmuoro mnakera Gaussian 98. IlomydueHa paBHOBECHas T€OMETPHS OCHOBHOTO 3JIEKTPOHHOTO COCTOSTHUS IS
KOMIIIEKCa MOJIEKYJ KHCIIOpO/ia C aHTparneHa. PaccuntaH »/IeKTPOHHBIN CIIEKTp MOTIIOMICHUS U JAHHOTO KOMITJIEKCA.
YcTaHOBIIEHO, TaHHBIH KOMIUIEKC KHCIIOpOa ¢ aHTPalleHOM He (hOTOYCTOWIMB.

Hapumanos P.K., Hapumanosa I'.H.

Cdepanbl opan arbin 6Ty ece0iH HIenIyae TOJBIK KOI TOPJIbI 9JICTi KOIJaHy.

TYTKBIpABI aFbICTBIH Cc(EepaHbl Opam arblll OTYIIH KIACCHKANBIK eCeOIHIH CaHABIK IICNIiMi MBICAIBIHIA Typa
€CENTeYMEH CaJIBICTBIPFaH/a KOIl TOPJBI 9MICTI KOJJaHy THIMAUITIH aHBIKTAy KYPTi3iami. ©Op TYpJi albIphIMABIK
cyinbanap KapacTelpbuiibl. KyHbIH TeHIEyl YIIIH TOpIaH TOpFa €Ty VIIiH 9 HYKTeNi YAriHI nmaiianaHy KaKeTTiliri
KOpCeTUIreH. PeHHONBACTIH op TYpJi CaHmaphl YIIiH YHKemic KeaepriciHiH Kod(puIMeHTi ecenTenreH. Kem Topisl
omicTi maiganany Ke3inae PeitHOMbIC caHbIHA MIEKTEY KOO0 KKETTIIIr eCKepiireH.

Hapumanos P.K., Hapumanosa 1" H.

IIpuMeHeHMe MOJHOr0 MHOTOCETOYHOI0 METO/Ia MPH pPellleHUH 3a1a4U 00TeKaHus cephl.

Ha npumMepe 9iCcIeHHOTO pemIeH s KIIaCCHYeCKON 3a1adu 00TeKaHMs c(hephl BI3KAM IOTOKOM IPOBEICHO ONpeeIICHIE
3¢ (GEKTUBHOCTH MPUMEHEHHSI MHOTOCETOYHOTO METO/Ia [0 CPABHEHUIO C MPSIMBIM pacdeToM. PacCMOTPEHBI pa3iyHbIe
pasHocTHBIC cXeMbl. [Toka3aHo, 4To IS mepexoja OT CETKH K CETKE JJIs YPaBHCHUS BUXPsI HEOOXOAUMO HCIOIB30BATh
9-touyeuHblil mabmoH. [l pasnuuHBIX uyucen PeifHonbaca ObLT paccuuTaH KOA(PQPHUIMEHT CONMPOTHUBICHUS TPCHUIO.
OTMedeHo orpaHMyYeHre Ha Yuciio PeifHonbaca npy UCMoIb30BaHUKA MHOTOCETOYHOTO METO/IA.

Caboenos K.O., Caxunos K.E.

Kby xeJiijiep KaGbIpFajapbl MeH KYObIpJIapbIHAH KOPUIAFAH OPTa¥Fa KbLIY Oepy ko3 uIHeHTiH ecenTey.
Hunuaapmik OeTTepaeH Xbuty Oepy KOI(POHUIIMEHTIH aHBIKTAyJbIH KapanmaibiM >KapThUIall aHATUTHKAIBIK TOCiM
YCHIHBUTATBI. TOCUT MACSCHI JKBUTY TOJIKBIHBI OHE MPOIECTIiH aBTOMOAEIBIIK CUITAThl Typaibl TYCIHITiHE HETi3NeNTeH,
OYJ1 03 Ke3eKTe aHATMTUKAIBIK (opMyJaHbl alyFa MYMKIHAIK Oepeni. XXeimy OGepy koddduumeHTiHIH TOMEHIEyiHEe
¢usukaNbIK  TyciHik Oepinmmi. JXeimy TtapaTy Typalbl €CENTiH CaHABIK IICNmIiMi MEH J>KYBIKTalFaH IIenriMIi
CANBICTRIPYBIMECH aHAMTHUKAIBIK (OPMYJIAaHBIH KOFAapbl JONAIri kepceTitreH. JKOFaphsl IONMIKIICH KON YaKbITTa
KYOBIpJIaH KOpIIIaFaH CYbIK KEHICTIKKE JKbITY TapaTy aBTOMOJICIB/II MPOIIECC JICI CaHayFa OO bl.
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Caboenos K.O., Caxunos K.E.

Pacuer k03()(pHuIIHEHTA TEMIOOTIAAYH OT CTEH M TPYOD TEIIOBBIX ceTeil B OKPY:KAIOIIYIO CPexy.

Ipemtaraercsi MPOCTOM MOJTyaHATUTHIESCKHUI CIIOCO0 ompeaeneHus ko3 HUIMeHTa TEIUIOOTAAYH OT IHIIHHIPHICCKUX
moBepxHocTeil. Uaest cmocoba ocHOBaHA Ha MPECTABICHUH O TEIUTOBOM BOJHE U aBTOMOJICIIFHOM XapaKTepe mporecca,
YTO TO3BOJIICT MOJNYYUTh aHAIUTHYECKYro (opmyny. JlaHO (u3mdeckoe OOBICHCHHWE CHIKCHUS Kod(hduieHra
Ternootaayn. CpaBHEHHEM TMPHOIMKCHHOTO PEIICHUS C YHCICHHBIM PEIICHUEM 3aad4d O PaclpOCTPAaHCHUH TeIUia
MOKa3aHa BBICOKAsk TOYHOCTh aHATMTUICCKON (popMyIbl. PacpocTpaHeHre Teria oT TPyObl B XOJIOAHOE OKpYIKArOIIee
MIPOCTPAHCTBO MPH OONBITUX BPEMEHAX C BEICOKOH TOYHOCTHIO MOKHO CYMTATh ABTOMOJICIHHEIM IIPOIIECCOM.

Epwuna A.K., Epuwun I11.A.

Exi poropabl bugapbe-2 aTThl KeJl JHEPreTHKAJIBIK, KYPBUIFBICHIHBIH KOFAPbl THIMAJIIr Typassbl.

Makasaja aHOMaJIbIbIK )KOFaphl alaanbl acep koddduireHTine ne bunapre-2 ke reHepaTOPbIHbIH KOHCTPYKIHSIIBIK
epeKIeNiKTepi KapacThIpblIFaH. bumappe-2 xen TypOuHachiHBIH HBI  pOTOpPBIHBIH HETi3ri KOHCTPYKIIUSCHI
kepceriiren. Exi poropra we bumapbe-2 kenTypOMHACHIHBIH KOHCTPYKIMACHI Ka3ipri  3aMaHFbI Ke
KOHJIBIPFBEUIAPBEIMEH CaNBICTHIPFaHIA QNACKaiIa JKOFaphl THIMIUTIKKE We. bumapbe-2 kel TypOMHACBIHBIH KyaThIH
ecenTey Ke3iHJIe JKell KO3FaJITKBIIITHIH aifHaly MOMEHTI eckepinreH. bumgapbe-2 ke KO3FalITKBIIITEIH KOMETIMEH >Kell
SHEPTHSCHIH Iai1aIbl SHEPTUSAFa alfHAIIBIPY MYMKIHIITIH 3epTTEy HOTHKeNepi OHBIH OipereHIirii qamemnneai.

Epwuna A.K., Epwun I11.4.

O BbICOKOI1 3¢ (eKTHBHOCTH IBYXPOTOPHOI0 BeTPOIHEPreTHYECKOro ycrpoiictea bugapne-2.

B crathe paccMmarpuBaioOTCS KOHCTPYKTHBHBIE OCOOEGHHOCTH BeTporeHeparopa bumapee-2 ¢ aHOMATBHO BBICOKHM
kod(punmenTom mone3Horo AeictBus. IlokazaHa 6a3zoBass koHCTpykmmsi poropa HBI BerporypOunbl bumapne-2.
Brarogapst KOHCTPYKITUH € IBYMSI pOTOpaMH BeTpOoTypOrHa bumapre-2 obnagaet ropa3mno 0obiei 3¢ GeKTHBHOCTHIO,
4YeM BCE COBPEMEHHBIE BETpOIHEpreTHdyeckue ycTpoicTna. llpu pacuere mommuoctd bunapee-2 yduThIBancs MOMEHT
BpalleHHus BeTpoaBUratens. M3ydeHne BO3MOXHOCTH MPEoOpa3oBaHMS BETPOBOH SHEPTHH B IOJIE3HYIO C MOMOIIBIO
BeTpoaBurarens bugappee-2, MOATBEPKAAIOT €T0 YHUKAIHHOCTD.

Caxunosa C.E., Tanawesa H K.

AjfHAIMAJTBI HAIHHAPJIEPAEH KYPbLIATHIH KeJITYPOHMHAHBIH 29POTHHAMHUKACHIH MOTEJIb/IEY.

XKymeic Kazakcranmarbl OanaMaibl SHEPTETHKAHBIH, OHBIH IMIHJC JKEJ JHEPTreTHKACHIHBIH JaMBITY KeJICIICKTEpiHe
aprasraH. Makanaga ANSYS FLUENT OarmapnaMansiK KeIIEHIHE YII KaJlaKIIallbl )Kel TypOMHACBIHBIH Oparl arblIl
OTY adpOAMHAMUKACHIHA KOMIIBIOTEPIIIK MOJCIBIACY/Ii KONIaHy MYMKIHIIKTEepi KapacThIPbUTFaH. OChTIK CAMMETPHSIIBIK
JKaFIaiaa ecernTi Mmenry YIIiH OacTankpl TEHACYJep KyHheci KoHe IeKapalblk maptrap kenripinren. ANSYS MESH
OarapiaMachlHBIH KOMETIMEH €CeNTeHETIH JOMEHI JKoHe kel TypOmHachIHbIH yuI-emmeMai CAD-monenin Kypy
HOTWOKENIEpl KOPCETIATeH. AFBIHHBIH Op TYPJi KbUINAMIBIKTaphl Ke3iHAe KeITypOMHAHBIH BUPTYaIAbl MOJIEIN YIIiH
MaHJIAMIIBIK KeJePTiHiH a3pOIMHAMUKAIBIK KYIIiHIH CaHABIK MOHCPiHE TAIIay XKYPTi3ismi.

Caxunosa C.E., Tanawesa HK.

MoaennpoBaHue a3pOIMHAMUKH BeTPOTYPOMHBI ¢ BPAIIAIONINMHCS IUJINHAPAMA.

PaGora mocBseHa MeEpCIEKTHBAM pa3BUTHS aJbTCpHATUBHOM »dHepreTukn B KazaxcraHe, B YacTHOCTH,
BETpOPHEpreTHKH. B  crarbe 00CYXITaroTCS BO3MOXHOCTH TPHMEHEHHsS KOMIBIOTEPHOTO — MOJEIMPOBAHHMS
a’pOJMHAMUKN O0TEKaHMs TPEXJIONACTHOH BeTpOoTypOHHBI B mporpaMMHoM Komiuiekce ANSYS FLUENT. IlpuBenena
cUCTeMa HCXOMHBIX ypaBHEHMH W TPaHWYHBIC YCJOBHUS JUIS PELICHUS 3aJayd B OCECHUMMETPHYHON IOCTaHOBKE.
ITokazaHbl pe3ynbTaThl MOCTPOCHMSI PACUETHOTO JOMEHa W 3-X MepHoH cerouHoit CAD-monenu BETpOTYypOWHBI C
ucnonk3oBanueM noanporpamMmbl ANSYS MESH. [IpoBeneH ananu3 4ucieHHBIX 3HAYCHUH adpOIUMHAMUYECKON CHITBI
J1000BOTO CONPOTUBJICHHUS ISl BUPTYAILHONW MOJIEITH BETPOTYPOUHBI IPH Pa3IMYHBIX CKOPOCTSX ITOTOKA.

Mepsaounosa I'.T., Caxunos K.E., [Llapugos /.M., Mup3o A., Bexewes A.3.

MarepuajagapabiH Kby 6TKI3rimTiri MeH TeMneparypa oTKi3rimTik k03gpuuneHTTepiH aHBIKTAyFa apHAJIFaH
Ja3epJiik GoToaKyCcTHKAIBIK dic.

Makanaga MaTepHuaanapIslH TepMO(DU3UKAIBIK KACUCTTEPiH aHBIKTAY YIIIH MUKPOGOHIBI ACTEKTPICY CyI0ackiHa He
nasepiik  (OTOAKyCTHKANBIK OMICIHIH 3epTTey HATIKeJIepl KedTipiireH. MarepuanaapaslH  TepMO(QHU3HKaIBIK
KACHUCTTEPIH aHBIKTAYABIH Ja3epiiK (JOTOAKYCTHKAIBIK dMIiCiHIH 0acka KOJMIAHBICTAFbI dMIICTEPAl TOIBIKTHIPATHIH IBIFEI
kepcerinreH. PoseHuseir-I'epmio ipreni TeopHschiHa HeTi3fenreH (OTOaKyCTHKANBIK OMICTI KOJIAHYABIH CHIATTHI
epeKIIeTiKTepl KapacThIpbUIABLL. bip emmeMai >koHe ym KadaTThl (POTOAKYCTHKANBIK VAMIBIKTa KATThl KYHIETi
MaTepHalIapAblH TeMmrepaTypa OTK3TIMTIK KO3 GUIHMEHTIH aHbIKTay eceOiHiH MaTeMaTHKAIBIK  MOJEi
KYPacThIPbUIIBL. ¥ CBIHBUIFAH (HOTOAKYCTHUKAIBIK 9ICTI KYPBUIBIMAAPHI OipKeNKi eMec, KoM KabaTThl, KOMITO3HITHSIIBIK,
YHTaKTOpi3i, HaHOMAaTepHalaap *oHe O0acka KYPBUIBIMAAPHI KypZeli OOJIaTBIH MaTepHaIapIblH KaCHETTEepiH
3epTTeyre THIMII KOJIIAaHBLTYBl MYMKIiH.
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Mepsaounosa I'.T., Cakunos K.E., [Llapugos /.M., Mup3o A., Bexewes A.3.

JlazepHblii GoToaKycTHYECKHH MeTOJ AJA onpeneneHuss KOOQ(PUIUEHTOB TeIIONPOBOAHOCTH H TeMIIepaTypo-
MPOBOHOCTH MaTepPUAJIOB.

B cratbe mnpuBeAEHBI pPE3yIbBTATHl HCCICIOBAHWN JIA3EPHOTO (POTOAKYCTUYECKOTO METOJA JUISl ONPEACICHUS
TEIUIO(U3NYCCKUX CBOWCTB MATCPUANIOB C MHKPO(MOHHOIO CXEMOW JETCKTHPOBAaHWSA. bBBUIO MMOKa3aHO, dYTO
(hOTOAKYCTHUYECKUI METOJ] ONPEIEIICHUs TEIUIO(PU3NICCKUX CBOMCTB MaTEPUANIOB JOMOJHACT IPYTHE CYIICCTBYIOIIUC
MeTOJBI. PaccMOTpeHBI XapakTepHbIE OCOOCHHOCTH MpPHUMCEHCHHS (POTOAKYCTHYECKOTO METOIa, OCHOBAHHOTO Ha
¢dbynnamenTanpHONH Teopun Posenmseiira-I'epmio. Paspaborana maremarndeckas MOJETh 3aJadd  ONPEICIICHUS
TEMITEPaTypO-TIPOBOJTHOCTH TBEPAOTEIBHBIX MATEPHAIIOB B OJTHOMEPHON W TPEXCIOWHON (OTOAKYCTHUECKOU sUeiKe.
[IpemmosxeHHBIN (OTOAKYCTHYECKHI METOJ MOXKET OBITh YCICIIHO TPHUMEHEH /i HCCIEIOBAHUS CIIOKHBIX II0
CTPYKTYpE MaTepHalOB, TaKWX KaK CTPYKTYPHO-HCOTHOPOIHBIE, MHOTOCIOHHBIE, KOMIIO3HIMOHHBIC, MOPOIIKO-
oOpa3Hble, HAHOMAaTEePHAIBI U JIp.

IOpoe B.M., Onewrxo B.C.

MamuHaJIapAbIH MeTAL 06J/IIeKTePiHiH KOHTAKTLIIK NOTeHIHAIAP albIPMAChIHA KOPIIAFAH OPTAHBIH dcepi.
BepiireH  KyMBICTa MalIMHANAPIBIH METAJUT OONIICKTEPIHIH 3JICKTPOHBIHBIH IIBIFY JKYMBICBI MCH KOHTAKTLIIK
MOTCHIMANIAp aibIpMachiHA KOpPIIAFaH OPTaHBIH dcepi KapacTeipburaH. KembBuH-3ucMman omicimeHn Al, Ti xxoHe Ni
YIITUTEepiHaeri KOHTAKTLIIK MOTEHIMAIAp albIPMAChIH dp TYPJIi TeMIIEpaTypa, KBICHIM KOHE ayaHBIH CAIbICTHIPMAIIBI
BUTFAJIIBUIBIFBI, COHNAM-aK KOpIIaraH OPTaHBIH TEIe-TEeH eMeC JKOHEe Tele-TeH jKaraailapblHIa emeyli KaMTHTHIH
Toxipubenik 3eprreynep okyprizinmi. KoHTakTimik moTteHmuanmap aueipmaceiH  emmiey  «[loBepxHOCTB-11»
KYPBUIFBICBIHAA KYpTizingi. AtMochepansik mapamerpiep HAMA EWS-800 caHIBIK METEOPOJOTHSIIBIK CTAHIIUSCHI
KOMeTiMeH eoJmIeHi. MeTangapslH KOHTaKTUTIK TOTEHITHAIIAp aWbIPMAChIH OJIIIey HOTHKEIEepi MaTeMaTHKAaJBbIK
CTaTUCTHKA dJICTepIMEH OHACIl. DKCIIEPUMEHTTIK 3epTTEYIEPIiH HOTHKEIEPi KOHTAKTUTIK MOTSHIMAIAAD albIpMachl
KOHE METaNAbl YATUIEpPACH JJIEKTPOHHBIH INBIFY JXYMBICHIHBIH KOpIIaraH OPTAHBIH TEMIEpaTYpachIHBIH ©3repyiHe
TiKesNell ocepiH KepCeTTi, onap oprama KOppeNsUMSUIBIK TIyelIuliKKe ue. ATMoc(epalblK KbICBIM MEH ayaHbIH
CANBICTBIPMAITBl  BUTFAJIBUIBIFB  3€PTTEICTIH METANAAPABIH KOHTAKTUIIK TOTCHIMANIAP aHbIpMackl MCH METAIIbI
YJITiIepieH SJIEKTPOHIAAP/IBIH IIBIFY JKYMBICBIHA 9JICI3 9CepiH TUTI3ETIHIrT aHBIKTAJbI, OJapIbIH SCepiH eckepMmeyre
Ooomanpl. KopimaraH OpTaHBIH TeNe-TCH €MeC JKOHE TeIMe-TCH JKarJaiapblHBIH ~ METalJapiblH KOHTAKTLIIK
MOTCHIMANIAP alBIPMACH KOHE METABI YITLUIEPICH ICKTPOHIAPABIH MIBIFY JKYMBICEIHA dcepi 3eprenmi. Kopmaran
OpTaHBIH TETe-TeH eMeC JKarJalblHIa KOHTAKTUIIK MOTEHIHANIap aidblpMachl TOMEHACHUTIHIH (DJCKTPOHHBIH IIBIFY
YKYMBICHI apTaTHIHBIH) aHBIKTAHTHIH HOTIDKENEP ANBIHIIBI, COHBIMEH KaTap 6JIIey HOTHKEJIEPiHIH OpTalra KBaJpaTThIK
ayBITKYBIHBIH apTaThIHBI aHBIKTANIBL. JKOFapblga KENTIpUIreH 3epTTeyliep HETi3iHIe MeTammaapAblH KOHTAKTLIIK
MTOTEHIMAJap aBIPMACHIH 3€pPTXaHAJBIK JKaFIaiinapaa enmey YChHbIIabL.

FOpoe B.M., Onewrxo B.C.

BansiHue oxpyzkaromnieit cpeabl HA KOHTAKTHYIO Pa3HOCTH MOTEHIHAJIOB METATHYECKHX JeTajleill MAIIUH.

B mHacrosmieir paboTe pacCMOTPEHO BIIMSHHUE IapaMeTPOB OKPYKAIOMICH Cpelbl Ha pabOTy BBIXOAA 3JCKTPOHOB U
KOHTAKTHYK) pPa3HOCTh MOTCHIMAJIOB METAJUIMYCCKUX JeTaneld MamuH. [IpoBeneHBl AIKCIEepPUMEHTAbHBIC
HCCIICIOBAHS, BKIIFOYAIOIINE U3MEPEHHS KOHTAKTHOM Pa3HOCTH MOTEHIMAIOB Ha oOpasmax u3 Al, Ti u Ni ciocobom
KenpBuHa-3ucMaHa, Ipy pa3IMYHBIX MapaMeTpax: TeMIIEpaType, NAaBICHUU M OTHOCUTEIBHON BIIAKHOCTH BO3AyXa, a
TaKKE B HCPABHOBECHBIX W PABHOBECHBIX YCIOBHUAX OKpYXKaromeW cpenbl. M3MepeHUss KOHTaKTHOH pa3HOCTH
MOTEHIIMAJIOB TpoBOIMiKNCh mpubopom «lloBepxHocTh-11%». Ilapamerpsl aTtMocdepsl H3MEPSIINCh HPPOBOI
Mereoposiorndeckoit cranmuern HAMA EWS-800. IlomydeHHble pe3ynbTaThl H3MEPEHHH KOHTAKTHOW Pa3HOCTH
MOTEHIINAJIOB METAUIOB 00padaThIBaiCh METOJaMH MaTeMaTHIeCKOH CTaTHCTUKW. lloxydeHHBIE pe3ylbTaThl
9KCIEPUMCHTANBHBIX HCCICIOBAHUN MOKA3ald MPSAMOE BIHSHHE W3MEHEHHE TeMIIepaTyphl OKpY)Kalomled cpensl Ha
KOHTAaKTHYIO Pa3sHOCTh MOTEHIMAJOB M PabOTy BBIXOJA AJIEKTPOHOB METALTMUECKUX OOpPa3IoB, MMEIOIIEe CPETHIOI0
KOPPEIIIIUOHHYIO 3aBHCHMOCTh. OOHapyXeHO, YTO aTMOC(hEpHOE NaBICHHE M OTHOCHUTENbHAs BIAXKHOCTH BO3/AyXa
OKa3bIBacT C1a00¢ BIUSHHE HAa KOHTAKTHYIO Pa3HOCTh MOTCHIMATIOB M PabOTy BBIXOJA AJIEKTPOHOB HCCICIYEMBIX
METAJUIOB, X BIUSHUEM MOXKHO MpeHeOpeyb. MccnenoBaHo BIUSHUE HA KOHTAKTHYIO PA3HOCTh MOTCHIIMAIOB U Pa0oTy
BBIXOJIa 3JICKTPOHOB METAJUIMYECKUX OOpA3IOB PAaBHOBECHBIX M HEPABHOBECHBIX MApaMETPOB OKPYXKAMOMICH CpEIbI.
[omy4yeHbI pe3yabTaThl, MOATBEPKIAIOMIAC YMEHBIICHHE KOHTAKTHOW PAa3HOCTH MOTCHIMATOB (YBEIHYCHHUE PaOOTHI
BBIXOJIa AJICKTPOHOB) METAJUIOB, a TAKXKE YBCIMYCHHUE CPETHETO KBAJPATHUCCKOTO OTKIOHCHUS PE3yIbTaTOB
W3MEpPEeHUN TpHU HEPABHOBECHBIX YCJOBHUSAX OKpyXxaromeh cpeabpl. Ha ocCHOBaHMM TpPOBENEHHBIX HCCIEIOBAHUMN
PEKOMEHIYeTCsl I3MEpEHIE KOHTaKTHOW Pa3HOCTH NOTEHINAIOB METAJIOB IPOBOIUTE B JTA0OPATOPHBIX YCIIOBHSIX.

Hapumanosa I'H., Unxuna M.A.

Perpancisanusiiayra ue e31irineH 0anraJjaThIH JKeJli HeriziHge MaTiMeTTep/l reTeporexai xkeTKi3y :kyieci.
Makanaga MOIIMETTepi KETKI3YAiH CHIMCBI3 TEXHOJOTHSCHIHBIH KYPBUIBIMIBIK EpEKIIETKTepi KapacThIPhLUIaIbI.
KnuenT-cepBep apXuTeKTypachl HETI3iHAE MONIMETTEpIi JKETKi3y alTOpPUTMI KYpacThIphUIABL. bBepinreH anropurm
OHTAMJIBI MapUIPYTTHl aBTOMATTHI TYpPIE i3€YMEH pPETPaHCIANMS MYMKIHZITIH KaMTHABL OTe Kem Kemepriiep
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JKaFJadbIHIAa MOJIMETTepAl KAIIBIKTHIKTaH J>KUHAY JKOHE JKETKI3yHIiH JKOFaphl THIMIIIITIH KaMTaMachl3 €TEeTiH
MOJIIMETTEpAl TEeTEePOreHIl KETKi3y JXKyHheci YCHIHBUIFaH. MomiMeTTepai JKeTKi3y XKyheci MomiMeTTepai OepymdiH
OHTAMIIBI OAFBITHIH aBTOMATTHI TYpJIE TaHJIAyFa MYMKIHIIK Oepei.

Hapumanosa I''H., Unxuna M.A.

CucreMa reTeporeHHo nepeaqyu JAHHBIX HA OCHOBE CAMOHACTPAHUBAIOLIEHCS CeTH € peTpaHCc/IsinHeii.

B crathe paccmarpuBaloTcs OCOOEHHOCTH CTPYKTYpBI OECIIPOBOIHBIX TEXHOJIOTHH Tepenadn AaHHbIX. Ha ocHoBe
APXHUTEKTYPBI KIIMEHT-CEpBEp pa3paboTaH aJrOPUTM Iepefadyd NaHHBIX. [IaHHBIH alrOpPUTM BKIIIOYAET BO3MOXKHOCTH
pEeTpaHCIALMK ¢ aBTOMAaTHUECKUM IOMCKOM ONTHMAalbHOro MapupyTa. [IpennoskeHa cucrema reTeporeHHol nepenadu
JTAHHBIX, OOECIIeUnBAONas BBICOKYIO 3(G(EKTUBHOCTh NUCTAHIMOHHOTO cOOpa M Mepeladd AAaHHBIX B YCIOBHIX
Oonpiioro KommuyectBa momex. CucTema mepefadd JaHHBIX IIO3BOJIAET ABTOMATHYECKUI BBHIOOP ONTHMAIBHOTO
MapIIpyTa Iepeadn JaHHbIX.

Ecenbaesa I'. A., Ecbaesa /]. H., Maxasicanosa T. X.

IlnacTuHanapabIH Uiy MojeJi YIIiH ecenTey dAicTepi Typaibl.

Makana yikeH KojjaHOaJbl MaHBI3BI Oap »KOHE FBUIBIM MEH TEXHHMKaHBIH op TYpJi cajajapblHIa Ke3[eceTiH
IUTACTUHAJIAPJBIH MIJy €CENTepiH 3epTTeyre apHaimraH. Makanaga ecenTey oIiCTepiHIH KYpBUIBIMBI KENTipiuIreH,
OJIAp/BIH HETI3r1 Kypaylmbuiapbl KOpCeTUIreH, eKi nmapaieb )KaKTapbl OOMBIHIIA TOTICAIIBI XKaHEe 0acka eKi )KaKrajapaa
epKiH MIeKapalblK MIapTTapbl Oap TIKOYPHINITH IIACTHHAIAPABI E€CENTEyIiH KIACCHKAJBIK TOCUIl CHIATTaJFaH.
TpUroHOMETPUSIIBIK KaTapiap SiCiHIH MaTeMaTHKaJIBIK amnnapaThl IIaCTHHAJIAPABI €CeNTey YINIiH KaXeTTi Keyemie
ycuIHBUTFaH. Tik OYpHITITH TUIACTHHAHBIH UMy eceOin JIeBu omiciMeH ecenTeyliH AepOec kaFmaiaapbl KeATipiareH. by
MaKaja HeTi3iHeH MeXaHWKTepre, (U3MKTepre, MH)KCHEpJIEpre >KOHE TEXHHKAIBIK MaMaHABIKTapIbIH MaMaHIapblHa
OarmapiaHFaH.

Ecenbaesa I' A., Ecoaesa JI.H., Makascanosa T.X.

O MeToaax pacyera AJs1 MOAeJM H3ruda MJIacTHH.

CraThsl TOCBSIICHA HUCCICIOBAHHMIO 3aJad WM3TH0a IUIACTHH, KOTOPBIC HMMEIOT OOJNBIIOC TMPHKIAJAHOC 3HAYCHUEC H
BCTPEYAIOTCS TIOBCEMECTHO B CaMbIX Pa3IMYHBIX OTpAcisiX HAYKH M TEXHUKH. B cTaThe MpencTaBlicHa CTPYKTYpa
METOJIOB pacyeTa, BBIACICHBI WX OCHOBHBIC KOMIIOHCHTBI, OXapaKTePU30BaH KIACCHYCCKHU TMOIXOX pacuéra
MPSIMOYTONBHBIX TUIACTHH, MAPHUPHO OTMEPTHIX MO JBYM HapaJLIeIbHBIM CTOPOHAM U C MPOU3BOJHHBIMU TPaHUYHBIMH
YCIIOBUSIMH Ha KaXKIOH W3 JBYX APYTHX CTOPOH. MaTeMaTH4YecKHWil ammapaT METoJa TPUTOHOMETPHYCCKHX PSIOB
MPEACTaBACH B HEOOXOOMMOM Ui pacuéra IUIacTHH oObeMe. IIpuBemeHBl YacTHBIC CAy4ad pacdyera H3ruda
MPSIMOYTOJIBHOM TUIacTHHBI MeTomoM JleBu. JlaHHAs CTaThs OPHUCHTHUPOBAHA, TJABHBIM 00pa3oM, Ha MEXaHHKOB,
(U3UKOB, HHYKEHEPOB M CICIMATMCTOB TEXHUYCCKUX CICIHATBHOCTEH.

Ecbaes A.H., Ecenbaesa I A., Pamaszanoe M.H.

KbL1yeTKIBTITIKTIH alTAPJBIKTAl JKYKTeJIreH TeHaeyi YiIin Moesibai 3epTTey.

JKpUTyeTKI3rIITIKTIH alTapiabIKTai KYKTEIreH TeHIEYl YIIiH 3epPTTEeNIeTiH ecell KYIITI TOKTHI anmapaTTapblH JJIEeKTp
JIOFAaCBIH/IAFbl KBUTY(PU3HKAIIBIK MTPOLECTEepIl MaTeMaTHKAJIBIK MOJAENbAeyMeH OainaneicTel. MyHaail KyObUTBICTap b1
SKCTIEPUMEHTTIK TYPJE 3epPTTEY ONapblH Te3 aKKBILTHIFB callapblHaH KUBIHFA COFaJibl XKaHe OipKaTap »Karnaiiapnaa
TEK MaTeMaTHKAaJIBIK MOJEJb OJap/AblH TMHAMHKACHl Typallbl HaKThl akmapaT Oepe amanbl. JKYKTeJNreH KOCBHUIFBINITA
TYBIHJIBIHBIH PETTUIIN] )KYKTEMEHIH KO3FaJIBICCHI3 HYKTECI Ke31HJIe )KOHE JKYKTEeME HYKTECi aifHhIMaIIbl JKbUIIaMIBIKIICH
KO3FaJIFaH >KarJaiiia )KbITyOTKI3MIITIKTIH TeHeYiHIH An( depeHIraIIbK O0ITriHIH PETTUIITIHEH KeM, TeH JKOHE apThIK
OonFaHIa MaTeMaTHKAIBIK MOJENBIIH 3€pTTeyl XKYpriziareH. Makana HeTi3iHEeH JXYKTeNreH IudQepeHIInanIbkK
TeHACYJIEePiH PAKTHKAIBIK CATIapbIMeH alHaJIbICAThIH FRUIBIMH 3€pTTEYLIiIepre OaraapiaHFaH.

Ecbaes A.H., Ecenbaesa I A., Pamaszanoe M.H.

HcciienoBanue MOIeIU ISl CYIIECTBEHHO HATPYKEHHOI0 YPABHEHHs TEMJIONPOBOIHOCTH.

Hccrnenyemast 3amada IjIsl CYIIECTBEHHO HArpy»KEHHOTO YPaBHEHUS TEIIONPOBOJHOCTH CBsA3aHA ¢ MaTEMAaTHUYCCKUM
MOJICIUPOBAHUEM TEILUIO(PU3NUCCKUX TPOIECCOB B ANEKTPHUCCKON IYI'e CHIBHOTOYHBIX OTKITIOYAIOIIUX AaIllapaToB.
DKCIEPUMEHTAIBHBIC HCCIICOBAHUS TAKUX SBJICHUMN 3aTPYTHCHBI BCICICTBHE UX OBICTPOTCYHOCTH, U B PAAC CIIyYacB
JUII MaTeMaTH4YecKas MOJCNb CIIOCOOHA JIaTh aJeKBaTHYR wuH(popMammio o0 wux jauHamuke. VccremoBaHue
MaTEeMAaTHYCCKOW MOJEIH MPOBEACHO, KOTJa MOPSIOK MPOU3BOJHONW B HATPYKCHHOM CIIaracMOM MEHBIIEC, PaBCH U
BHIIIIE MOpsiAKa MUdQepeHIIMaTbHON YacTH YPaBHCHHS TEILIOMPOBOIHOCTH, TIPU HEMOIBUKHOM TOYKE HArPy3KH H B
cilydae, KOTIa TOYKAa HArpy3KH IBHIKETCS C IEPEMEHHON CKOpocThio. CTaThsl OPHEHTHPOBaHA, B OCHOBHOM, Ha
HAyYHBIX MCCJICOBaTEIICH, 3aHUMAIONIUXCSA MPAKTHYCCKUMU TPIIOKCHUSIMU HArPYKCHHBIX Tu(depeHIraIbHbIX
YpaBHEHHUM.

Bacenun U.M., Hapumanos P.K., IlIpacep JI.A., I[lepuamkuna E.B.
Kimi esmemai ra3 kemipmrikrepi 6ap eki ¢pazajabik cylibIK aFbIHBIH MOJIEJIBEY.
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Epkin xoHe MOKOYp KOHBEKIHMSHBI €CKEPYIMEH aybIpJIBIK KYII epiciHae Kimm emmeMai Kemipuriikrepi Oap ras-
CYHBIKTBIK OpTa KO3FaJbICHIHBIH MOJEJI YCHIHBUIFaH. Mojenbae KOIipIIiKTepiH OipKelKi eMec KOHIECHTPALMSCHI
OonrraH JKargaiJa aybIpiblK KYIITIH ©piciHAe epKiH KOHBEKLMSIHBl LIAPTTAHTBIH HPOLIECTED aBTOMATTHI TYpIE
ecKeplIreH. ©3apa eHETIH KOHTHHyyMJapra ue eki (a3asiblk OpTaHbl CHIIATTAyMEH CalbICTBIpFaHna Oyi MoJelb
TyBIHIBUIApAA Killi TapaMeTpiepieH KypbumMaiapl. Exi Qazanbik arbiH OaiylaHbic pe3epByapllapblHAa CYABIH
030HM3aLMs ecebiHe yKcac ecell cajapblHaa KapacTelpbuiraH. ChIFBUIFAH I'a3 MOJENBAEPMEH YKCACTBHIK €cenTeyliep
YIUiH >KaKChl JaMbIFaH CaHABIK LICNIy CYJI0anaphlH YIIiH MaiifanaHyFa MyMKIHIIK Oepeni.

Bacenun U.M., Hapumanos P.K., Illpacep JI.A., I[lepuamkuna E.B.

MopeaupoBaHue IByX(pa3HOT0 TeYEeHHS KUAKOCTH € My3bIPhKAMH r'a3a MaJibIX pa3MepoB.

[IpenmoskeHa MOAENs ABWKEHHUS Ta30’KHUAKOCTHON Cpembl ¢ Iy3bIphKaMH MaJIBIX Pa3MEpPOB B IIOJIE CHII TSIKECTH C
yd4eToM CBOOOAHOW ¥ BBIHY)KICHHOW KOHBEKIMH. B MOZenw aBTOMATHYECKH YYHTBHIBAIOTCS IIPOIECCHI,
0o0ycnaBIuBaroNEe CBOOOMHYIO KOHBEKIHUIO B IOJIE CHJIBI TSHKECTH TPU HAIMYHUA HEOTHOPOIHON KOHICHTPAIMU
My3bIpbKOB. B oTnmume oT ommcaHus AByX(}a3HON cpelpl B3aMMONPOHUKAIONIMMUA KOHTHHYYMaMH MOJCNb HE
COJICPXKUT MAJIBIX ITapaMeTpOB TPH MPOU3BOAHBIX. JIByx(a3zHOe TEUCHHE PACCMOTPEHO B MPWIOKCHUHU K 3a/1avaM,
MOMOOHBIM 3aJaue O30HHPOBAaHUS BOJIBI B KOHTAKTHBIX pe3epByapax. AHAIOTHS C MOJCISIMH CXHUMAaeMOro Tasa
MTO3BOJISICT UCTIONB30BaTh IS PACYCTOB XOPOIIO Pa3pab0TaHHBIC YUCICHHBIC CXEMBI PEIICHHS.

Tomanos A.A.

«®pakTanapl paguopusuka kdHe (paKTAIAbI PAAMONIEKTPOHUKA» ipreji GarbITbIH KYPY KOHE AaMBbITY:
«(ppaxkTanasl paano:kyieaepai sko6anay» 1 6esim. Teopus :koHe Heri3ri FBUIBLIMHU OAFBITTAP.

MakananslH OipiHim OemiMiage aBTopabiH 40 KB iMIiHAE KYPACTHIPFAaH JKOHE d3ipJereH TeKcTypanap, gpakraniap,
Oediek omeparopiap koHe OSHCHI3BIKTHI TUHAMUKA 9iCTepi HETi3iHAe aHa aKMmapaTThIK TEXHOJOTHUIapAa FRIIBIMU
OarpITTaphl YCBIHBUIFAH. 3epTrey «®Dpaktamapl paanopusnka >koHe (pakTanapl pajarodIeKTPOHHKA: (paKTayIbl
panuoxyienepai skobanay» ipreni FBUIBIMH OarbIThI aschlHIa Kyprizineni. Aranran Oarbir PFA B.A.KotensHukos
aTBIHIAFBl PATUOTCXHUKA MCH JJICKTPOHUKA MHCTUTYTHIHAA 1979 jKblTHaH Ka3ipri yakbITKa JCHIH aBTOPMEH KYPBUIBIIL,
0acTaManIbUIIBIK CTUITCH.

Ilomanos A.A.

Coznanue M pa3BuTHe (yHIaAMEHTAILHOIO HampaBieHHs «(ppakTanbHas paauodusnka u ¢pakTanbHas
PaANo031eKTPOHUKA: MPOeKTHPOBaHHe (paKTalbHbIX paguocucrem» Yacte 1. Teopusi 1 0OCHOBHbIe Hay4YHbIe
HaINpaBJeHHS.

B mepBoil yacTu craThu NpeACTaBIICHbI CO3JAHHBIC U pa3paboTaHHBIE aBTOPOM 3a 40 JIET HaydYHBIC HANpaBICHUS B
HOBBIX HH(POPMAIMOHHBIX TEXHOJIOTHSIX HA OCHOBE TEKCTYp, (PpaKTasioB, APOOHBIX ONEPATOPOB U METOJOB HEITMHEHHON
IUHAMHUKH. MccnemoBaHume NpOBOAWTCS B paMKax (PyHIAMEHTalIbHOTO HAaydyHOro HampaBieHHs «®PpakTaabHas
pamuodu3uka U QpaxranbHas paguodIEKTPOHNKA: MPOCKTHPOBaHNE (HPAKTAIBHBIX PAJANOCUCTEM», HHUIUHPOBAHHOTO
n paspabatsiBaeMoro aropoM B UPD nm. B. A. KotensaukoBa PAH ¢ 1979 rozxa no Hacrosiee Bpems.

Tlomanos A.A.

«®pakTanasl paaMo(u3nNKa KoHe (PpaKTAIAbI PaANO0YICKTPOHMKA: (PaKTANIbl paguHoKyieaepai skobdamay»
ipreJii 0aFbITBIH KYPY #JHe JaMbITy 2 60.1iM. Tanaay/ibl HITH KeIep KIHe KeJlelleKTIK OaFbITTap.

MakananblH ekiHmn O0emimMinae 40 >KbUT ilTiHAE aBTOp MEH OHBIH OaCIIBUIBIFBIHAAFEI YKBIMMEH aJIbIHFaH TEKCTypaJiap,
¢bpakranmap, Oemmiek orepaTopiap JKoHE OCHCHI3BIKTHI JWHAMHUKA OIiCTepi HETi3iHAEe JKaHa aKMapaTThIK
TEXHOJIOTHSUIAPIBl  Kypy OOHBIHIIA HETi3Ti HOTIXKeNep YChIHBUFaH. JKofapeima aTainFraH — YFBIMAAPIBIH
PanMONOKAUSIHBIH FHUIBIMA aWHAJIBIMFA CHTI3y aBTOPFa «IpKiT€y TOMONOTHACEY ~ «(ppaKTalgsl CHUTHATYpay
JKaJIbUIaMa YFBIMBIMEH OipiKTipiITeH jkaHa eJIEMJIIK OHE TOMOJOTHSIBIK (SHEPTHsIIBIK eMec!) Oenrinep Hemece
MHBapUAHTTAPBI JIEMIE aIFalll PET YCHIHBII, KOJJaHyFa MYMKIHIIK Oepi.

Ilomanos A.A.

Co3ganne u pasBuTHe (YHIAMEHTAJILHOI0 HampaBJjeHHsl «(pakTanbHass pagunodusuka u (pakTaabHasg
PaaHO03JIeKTPOHUKA: NMPOCKTHPOBaHHMEe (PAKTAIBHBIX pagHocHucTeM» 4acTh 2. H30paHHbIe pe3yabTaTbl H
nepcneKTHBHbIE HATIPABJIEHNS.

Bo BTOpOil wacTu cTaTeM mpencTaBiIeHBI MOTydeHHbIE 3a 40 JEeT aBTOPOM M KOJUIEKTHBOM IIOJ €0 PYKOBOACTBOM
OCHOBHBIE PE3yIbTATHI IO CO3JAHUIO HOBBIX HH(POPMAIIMOHHBIX TEXHOJIOTHI HA OCHOBE TEKCTYp, (PPAKTAIOB, JPOOHBIX
OIIEpaToOpOB M METOAOB HEIMHEHHOW NWHAMMKW. BBeneHWe B HaydHBIH OOMXOZ paJHOTIOKAlMHU BBIIEYNOMSHYTHIX
MOHSTHH TIO3BOJMJIO aBTOPY BIIEPBBIE B MHPE IPEIJIOKHTh, a 3aTéM M NPUMEHHUTb HOBBIC Pa3MEPHOCTHBIE H
TOTIOJIOTHYECKHE (a He JHepreTHdYeckue!) MpU3HAKW WM WHBAPHAHTHI, KOTOPHIE OOBEIMHEHBI IMOJa OOOOIICHHBIM
MOHSITHEM TOTIOJIOTHS BBIOOPKM» ~ «(paKTanbHasi CHTHATYpa».
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