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Dear authors and readers!
Dear colleagues!

In the preface, we traditionally inform authors and readers about the most important achievements of
the Eurasian Physical Technical Journal at the moment.

In 2024, it was 20 years since the publication of the 1st issue of the Eurasian Physical Technical
Journal, which is published on the basis of Karaganda University named after E. A. Buketov and is a peer-
reviewed open access scientific journal for the publication of original scientific works on current
fundamental and applied problems of physics and technology. On June 7, 2024, an online meeting of the
journal’s editorial board was held to mark this date. The meeting was organized to analyze the results of the
work of the editorial board of the Eurasian Physical Technical Journal over 20 years and discuss
development prospects for promoting the journal at the international level. The main indicators include the
following:

v" The journal is included in the List of publications recommended by the Committee for Quality
Assurance in Science and Higher Education of the Ministry of Science and Higher Education of the Republic
of Kazakhstan for the publication of the main results of scientific activities in the areas of Physical Sciences,
Materials Science, Energy;

v The editorial board includes 23 leading scientists from research-educational centers of 11 countries.

v' Since 2019, the journal has been indexed in the Scopus database in the following areas: Energy;
Engineering; Materials Science; Physics and Astronomy. As of June 5, 2024, digital metrics have increased
across the board: CiteScoreTracker score is 1.1 with a maximum percentile of 27% for Engineering);

v" According to the analytical platform Scimago Journal & Country Rank (SJR), based on the results of
2023, H-index 7 and the journal is included in the Q3 quartile in the field of Engineering.

v Open Access status is ensured by free access to published materials in PDF format on the journal’s
website and websites of electronic scientific libraries, including the US Santa Barbara Library, USA.

v An interactive journal website like OJS allows you to carry out all stages of preparing articles for
publication online. The site contains basic information in 3 languages about the journal’s performance,
detailed instructions for authors on how to correctly enter materials, news is regularly updated,
https://phtj.buketov.edu.kz/index.php/EPTJ/index

v" Since 2004, 614 articles by authors from more than 30 countries have been published, of which 225
articles by foreign authors, 207 articles by authors from various universities in Kazakhstan, and 185 articles
prepared by employees of our university.

At the meeting, one of the founders of the journal, winner of the al Farabi gold medal, who since 2004
has been continuously the member of the editorial board of the journal, professor of al Farabi Kazakh
National University, Zhanabev Z.Zh. emphasized the special role of the first editor-in-chief in the journal
creation. “Being the Rector at that time, professor Akylbaev Zh.S. with the support of the International
Academy of Higher Schools, invited authoritative scientists from leading scientific centers not only in
Kazakhstan and Russia, but also in Belarus, Ukraine, France, Germany, Taiwan, Uzbekistan, South Korea,
etc. to the editorial board. The international collaboration of scientists has improved the quality of scientific
research and publications in various areas of technical physics, in particular nonlinear physics”. To comply
with modern trends in world science, professor Zhanabaev Z.Zh. recommended to intensify the publication
of articles on Physics and Astronomy, in particular, on Astrophysics.

Among the first to join the meeting was Dr. Jiun-Jih Miau, a professor at the Department of Aeronautics
and Astronautics at National Cheng Kung University, Tainan, Taiwan. Dr. Jiun-Jih Miau has served on the
editorial board since 2004. Along with congratulations to the journal on its 20th anniversary and wishes for
further success, he noted that due to the quality of publications, the journal has been indexed in the SCOPUS
database for 5 years. Professor Jiun-Jih Miau expressed his readiness to inform fellow experts from Taiwan,
both readers and potential authors.

The laureate of the Academician V.A. Koptyug, awarded by the National Academy of Sciences of
Belarus and the Siberian Branch of the Russian Academy of Sciences, member of the editorial board from
Minsk, chief researcher at the Laboratory of Nanostructured and Superhard Materials of the Joint Institute of
Mechanical Engineering of the National Academy of Sciences of Belarus, Dr. Senyut V.T. approved the
proposal to prepare special thematic issues based on materials from conferences or dedicated to anniversaries
of leading scientists or research centers.
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The head of the laboratory of multi-physical processes at the Institute of Numerical Modeling of the
University of Latvia, Riga, Latvia, scientific director of a number of scientific projects, Professor Andris
Jakovich noted that the journal consistently maintains its position as an indexed international publication. He
emphasized that “continuous work on optimizing the website and online services for editing and preparing
articles for publication can be an example for other magazines.”

Director of the Center for Laser and Information Biophysics at Orenburg State University, Orenburg,
Russia, Professor Kucherenko expressed words of approval and support to the editors in implementing
methods to improve editorial processes. He suggested introducing a request for authors to suggest possible
reviewers when uploading an article, which is a well-known practice of many leading journals and will
expand the base of reviewers.

Professor Saulebekov A.O. (Kazakh branch of Moscow State University named after M.V. Lomonosov,
Astana), professor Baktybekov K.S. (“Kazakhstan Gharysh Sapary”, Nur-Sultan), professor Zeinidenov A.K.
(Dean of the Faculty of Physics and Technology) were joined the discussion.

The meeting participants discussed effective ways and methods to improve the journal’s performance,
and adopted a number of proposals that could contribute to the growth of citations of the Eurasian Physical
Technical Journal and further strengthening of the ranking at the international level.

This issue presents readers with 11 articles devoted to solving pressing problems of modern technical
physics. The section “Materials Science” presents new original results on the study of the properties of
various materials. In particular, “the results of a study of the resistance of neodymium zirconate doped with
MgO and Y05 to radiation damage caused by radiation destruction by ions comparable to fission fragments
of nuclear fuel.” Researchers from Indonesia studied "the effect of low-density polymer grade on the
temperature transition and charge behavior of wax as a solid-liquid thermal accumulator.”

In the “Energy” section, readers are offered two articles that discuss the environmental aspects of
energy. The article by Almaty colleagues presents the results of numerical experiments “on the atomization
of liquid fuel and the distribution of its droplets in a turbulent reacting flow.” The second article proposes an
experimental model of a wind turbine with blades combined with a special device in the form of rotating
cylinders.

The “Engineering” section offers ways to solve pressing problems of automation of modern
technologies and management and control systems. In an article by authors from Tomsk, Russia and Egypt, a
method for measuring contact resistance directly in the process of monitoring thermoEMF» is proposed. The
Almaty authors conducted “a study of the effectiveness of methods for increasing the productivity of
uranium mining through preliminary forecasting.” The article by the Baku authors “describes an on-board
control and measuring system designed to record the main technical parameters of the engines of a micro-
unmanned aerial vehicle of the tiltrotor type in various flight modes.” A rather unique method for evaluating
“routing algorithms in various wireless network topologies using the NS-3 simulator” was developed by
researchers from al-Farabi University. The last article in the section presents the results of “simulating the
localization of noise sources on a construction site using an array of radial microphones at the intersection of
the directions of the largest signal.”

As a result of the joint work of authors from Kazakhstan, Italy and the USA, "the distribution of dark
matter in four spiral galaxies with low surface brightness is studied using two models of scalar dark matter
field theory, an alternative to the cold dark matter paradigm." Also, in the “Physics and Astronomy” section,
articles by scientists from Nigeria are shown the results of a study of “cyclical properties of solar
geomagnetic activity and global surface temperature using trend, frequency and time-frequency analysis.”

We hope that the presented research results will be of interest to scientists, teachers, researchers,
doctoral students and undergraduates. | would especially like to express my deep gratitude to our reviewers
for their objective and qualified examination of the materials, which contributed to ensuring the quality of
the articles.

We will be glad to see you among our readers and authors of the next issues.

Best regards,
Editor-in-chief, professor Saule E. Sakipova
June, 2024
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STUDY OF THE EFFECT OF THE FORMATION OF TWO-PHASE
CERAMICS BASED ON NEODYMIUM ZIRCONATE DUE TO DOPING
WITH MGO AND Y.0s ON THE STABILITY OF STRENGTH AND
THERMOPHYSICAL PARAMETERS UNDER IRRADIATION

Kozlovskiy A.L.}2, Kabiyev M.B.2, Shlimas D.1.12, Uglov V.V.2

1Engineering Profile Laboratory, L.N. Gumilyov Eurasian National University, Astana, Kazakhstan
2| aboratory of Solid-State Physics, The Institute of Nuclear Physics, Aimaty, Kazakhstan
3Belarusian State University, Minsk,Belarus
*Corresponding author: kozlovskiy.a@inp.kz

Abstract. The work presents the study results of the determination of the resistance of neodymium zirconate
doped with MgO and Y,0s to radiation damage stemming from irradiation with heavy ions akin to nuclear fuel
fission fragments. The attraction towards this type of ceramics stems from its potential to raise the operational
temperatures within the core of next-generation nuclear reactors. This is owed to its superior thermal conductivity
when compared to zirconium dioxide, coupled with the heightened strength parameters that signify the ceramics'
resistance against external factors. The main results of this study are to determine the influence of the formation
of substitution or interstitial phases when adding magnesium and yttrium oxides to the composition, on increasing
the stability of the strength and thermophysical parameters of neodymium zirconate to the radiation defects
accumulation in the damaged surface layer. During the studies, it was found that the formation of impurity phases
in the form of MgO inclusions (when it is added to the composition) and a substitution phase of the Y,Zr,0; type
(with the addition of Y.Os) results in an elevation in the hardness and crack resistance stability of neodymium
zirconate ceramics, which indicates the positive effect of doping linked to the formation of additional interphase
boundaries that prevent strain embrittlement of the damaged layer under high-dose irradiation. During
determination of the thermophysical parameters of the studied neodymium zirconate ceramics, it was observed
that the formation of interphase boundaries during doping not only enhances thermal conductivity but also
mitigates the decline in the thermal conductivity coefficient during irradiation for two-phase ceramics in
comparison with undoped neodymium zirconate ceramics.

Keywords: neodymium zirconate, doping, increasing stability, radiation defects, hardening, thermophysical
parameters.

1. Introduction

The main problems in the energy sector today are the need to transition from hydrocarbon raw materials
to alternative energy sources, in order to reduce not only harmful emissions from the combustion of
hydrocarbons, but also to reduce the production of deposits, leading to the depletion of natural resources
[1,2]. Recently, there has been significant focus on advancing nuclear and thermonuclear energy
technologies to bolster their contribution to energy production from alternative sources. Specifically, efforts
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have been directed towards exploring new technological solutions aimed at enhancing the efficiency of
nuclear power plants and increasing the burnup rate of nuclear fuel, thereby potentially reducing fuel
consumption [3,4]. Simultaneously, a considerable portion of research in this realm is dedicated to devising
technological solutions associated with the potential utilization of weapons-grade plutonium as a fissile
nuclear material, as well as creation of new fuel elements, which are dispersed ceramic materials, which are
assemblies of inert material with fissile nuclear material placed in it [5,6]. The focus on this type of fuel
materials (with a dispersed matrix) primarily stems from the potential for containing high neutron densities,
which are planned to be used in new types of nuclear reactors (Gen IV generation) [7,8], as well as the
possibility of operating this fuel at elevated temperatures (about 700 — 1000 °C). Also, one of the advantages
of the transition from the traditional type of fuel rods to dispersed materials is the possibility of creating fuel
rods of various shapes and configurations (in the shapes of cylinders, balls, plates, rings, etc.). Also, an
unimportant factor when choosing materials for creating inert matrices of dispersed nuclear fuel is the
indicator of resistance to radiation damage, in particular, the ability to contain the decay products and fission
of fissile nuclear material, which is a necessary condition for increased operating life of nuclear reactors [9].
In most cases, when opting for inert matrices for dispersed nuclear fuel, preference is given to refractory
oxide materials [10-12]. The amalgamation of their structural, strength, and thermophysical attributes
enables the development of high-strength, radiation-resistant materials capable of withstanding elevated
temperatures and substantial radiation doses. Particular attention in this area of research is paid to zirconium-
containing materials or zirconates [13-15], the use of which is attributed to high strength characteristics, and
low thermal expansion values, which makes it possible to increase the stability of materials during their
operation at high temperatures.

The use of ceramics based on zirconates of the LnxZr.O7 type (Ln is a rare earth element) as structural
materials in nuclear energy stems from the potential to utilize them as thermal barrier materials, inert
matrices of dispersed nuclear fuel, as well as to create containers for disposal and long-term storage of
nuclear waste [16-20]. Moreover, the main advantages of these ceramic types (meaning zirconates containing
rare earth elements) are high strength indicators (hardness, crack resistance, resistance to mechanical stress),
and thermophysical parameters (higher thermal conductivity compared to zirconium dioxide-based ceramics)
[15-17]. One of the ways to increase the stability of zirconate-based ceramics is to use methods of alloying or
doping with stabilizing additives in the form of oxides of magnesium, cerium or yttrium, the addition of
which in certain proportions allows the formation of substitution or interstitial phases in the structure of the
ceramics, which in turn results in the appearance of interphase boundaries and an increase in dislocation
density. This method of increasing the stability of materials relies on the possibility of creating additional
boundary effects linked with the formation of interstitial phases (in the form of simple oxides) or substitution
phases (when the main elements are replaced by dopants, resulting in the formation of inclusions in the form
of new phases). In this case, the presence of interphase boundaries results in the creation of additional
barriers, thereby augmenting resistance to radiation embrittlement, due to the inability of some of the
resulting defects to agglomerate into larger inclusions within the damaged layer. These effects of interphase
boundaries, along with dimensional factors that determine changes in dislocation density, are one of the most
effective ways to increase the radiation damage resistance of ceramics, alongside to increase the service life
and stability of strength and thermophysical parameters under high-dose irradiation. However, in most cases,
the use of different concentrations of dopants can lead to both positive effects associated with strengthening
and increasing the stability of ceramics due to interphase boundaries and dislocation strengthening, and
negative effects due to the acceleration of polymorphic or phase transformation processes because of
external factors. In this connection, the use of this modification method requires a detailed study and
determination of the strengthening mechanisms linked to alterations in ceramic properties during doping.
Given the foregoing, the primary objective of this investigation is to examine the impact of adding
magnesium and yttrium oxides to the composition of neodymium zirconate (Nd.Zr.O7) ceramics to enhance
the stability of strength and thermophysical parameters under high-dose irradiation with heavy Xe?* ions,
commensurate in energy to fission fragments of nuclear fuel.

2. Materials and research methods

For the synthesis of ceramics, Nd»Os, ZrO,, MgO, Y,0Os oxides, acquired from Sigma Aldrich (Sigma,
USA) were used. The chemical purity of the oxides used was about 99.95%. The synthesis of Nd.Zr,0O;
ceramics was carried out using the method of mechanical activation (mechanical grinding), by mixing the
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initial oxides in a given stoichiometric molar ratio of 1:1 Nd.Os and ZrO, oxides. Mechanical activation was
carried out using a planetary mill PULVERISETTE 6 (Fritsch, Berlin, Germany) under the following
grinding conditions - 250 rpm for 30 minutes. The choice of these conditions was used to obtain powders
that were homogeneous in composition, which were subsequently subjected to heat treatment at a
temperature of 1200 °C. Doping with oxides of magnesium (MgO) and yttrium (Y203) was carried out by
adding them in a molar ratio of 0.15 M from the total volume of the resulting components Nd.O3 and ZrO;
when mixing them for mechanical activation.

Determination of the effect of variation in the type of dopant on the alteration in the phase composition
of the studied Nd»Zr,O; ceramics was conducted using the X-ray phase analysis method, the results in the
form of a set of X-ray diffraction patterns of which are presented in Figure 1. The data were obtained using a
D8 ADVANCE ECO X-ray diffractometer (Bruker, Karlsruhe, Germany). Diffraction patterns were
recorded in the Bragg — Brentano mode in the angular range from 20 to 80°, with a step of 0.03°. The phase
composition with variations in the dopant (in the case of magnesium and yttrium oxides) was determined by
comparing the positions of the diffraction reflections of experimentally obtained diffraction patterns with the
data of reference values from the PDF-2(2016) database. According to X-ray phase analysis of ceramic
samples, it was found that the dominant phase in the composition of ceramics is the cubic phase Nd.Zr,O;
(PDF-01-074-8769) with a pyrochlore-type structure and crystal lattice parameters a=10.5702 A. Moreover,
the position of the diffraction lines and their intensity indicate the absence of any clearly expressed textural
effects that are uncharacteristic of structural alterations linked to phase transformations during high-
temperature sintering.
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Fig.1. X-ray phase analysis results of the studied Nd2Zr,O7 ceramics in the initial state and
doped with magnesium and yttrium oxides

In the case of adding MgO to the Nd2Zr,O7 ceramics composition in a molar ratio of 0.15 M, according
to the obtained X-ray diffraction patterns, the appearance of low-intensity diffraction reflections
characteristic of the hexagonal MgO phase (PDF-01-080-4185) with crystal lattice parameters a=3.4785 A,
c=4.2082 A is observed, the content of which in the ceramic composition is no more than 15 wt. %. Also, an
assessment of the structural parameters of the main (dominant) phase of Nd.Zr,O, which amounted to a =
10.6157 A, indicates an increase in parameters, which is associated with the effects of replacing neodymium
or zirconium ions with magnesium ions in the cubic lattice of the main phase. In turn, the formation of the
MgO impurity phase causes the effect of strengthening and structural ordering (the crystallinity degree grows
approximately by 2 — 3 % for doped ceramics). For samples of Nd»Zr,O; ceramics doped with Y;0s,
according to X-ray diffraction analysis data, in addition to the main reflection characteristic of the cubic
Y.0; phase, the formation of reflections characteristic of the cubic substitution phase Y,Zr,O- is observed,
the weight contribution of which is about 12.5 wt. %. The crystal lattice parameters for the Nd»Zr.O; phase
were a=10.6604 A, for the Y,Zr,O; phase a=5.2162 A.
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Determination of the effect of modification of Nd.Zr,O- ceramics by doping them with magnesium and
yttrium oxides on resistance to radiation damage was carried out by irradiating the ceramic samples under
study with heavy Xe?* ions with an energy of 230 MeV (1.75 MeV/nucleon). Irradiation was carried out at
the DC-60 heavy ion accelerator (Institute of Nuclear Physics, Astana Branch, Astana, Kazakhstan).
Irradiation fluences with Xe®* ions ranged from 10! ion/cm? to 5x10%* ion/cm?, the choice of which was
determined by the possibility of simulation of the radiation damage accumulation processes, both in the case
of the formation of isolated defective areas at low irradiation fluences, and the effects of overlapping
defective areas during high-dose irradiation, in which case the effect of the appearance of highly deformed
areas with locally altered electron density occurs.

Figure 2 demonstrates the simulation results of the ionization losses of incident Xe®* ions in a near-
surface layer with a thickness of about 15 pm of Nd.Zr,O; ceramics, alongside the dependence of the
variation in the atomic displacement values (dpa) along the trajectory of ion movement into the ceramics
with varying irradiation fluence. The dependence of the change in the values of ionization losses during
interaction with electron shells (dE/dXeiectron) and nuclei (dE/dXnuciear) reflects the influence of the processes of
interaction of incident particles and energy losses along the ion motion trajectory. Based on the provided
data, at a depth of 0 to 9 — 10 pum, the dominant role in interaction processes is played by ionization
processes during collisions with electrons due to electron—phonon interactions, and as a consequence, the
emergence of energy dissipation effects through thermal heating of locally isolated regions along the ion
trajectory. Moreover, these processes in the case of dielectric ceramics can compete with the processes of
formation of defects, their thermal relaxation and ionization, which subsequently initiates the so-called
athermal effects associated with thermally induced deformation processes.

Simultaneously, within a penetration depth of ions ranging from 9 to 15 pm, the primary influence
stems from the processes of elastic interaction between ions and nuclei. These interactions result in the
generation of atomic displacement effects (dpa), the accumulation of which contributes to amplified
deformation distortions within the damaged layer (refer to Figure 2b). Moreover, the obtained relationships
depicting alterations in the values of dE/dXeiectron and dE/dXnuciear ClOsely align with the findings of [21,22],
according to which, during irradiation with heavy ions, the main role in changing the properties of materials
is played by the interactions of ions with electrons, for which the value of ionization electron losses is an
order of magnitude greater than nuclear losses.
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Fig.2. a) Simulation results of ionization losses along the ion movement trajectory in Nd»Zr,O; ceramics;
b) Distribution profile data of atomic displacement values (dpa) along the trajectory of ions in ceramics

The obtained results of changes in the values of atomic displacements (in particular, the maximum
values of dpa values), presented in Figure 2b, were subsequently used in assessing the influence of variations
in irradiation fluence on changes in strength and thermophysical parameters.

To determine the strength characteristics, the indentation method was used, implemented on a Duroline
M1 microhardness tester (Metkon, Bursa, Turkey). The measurements were carried out using a tetrahedral
Vickers pyramid with an angle of 136° between opposite faces, by loading the indenter with 100 N for 15
seconds, after which the indent sizes were estimated and the hardness values were determined.
Determination of softening factors was carried out by comparative analysis of hardness values in the initial
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state and after irradiation. The average hardness value was determined by measuring about 10 - 15 surface
indentations, followed by determining the hardness values and standard deviation.

Determination of changes in thermophysical parameters depending on the modification type (with
doping with magnesium and yttrium oxides), as well as upon irradiation of ceramics with heavy ions, was
conducted using the longitudinal heat flow method, which consists in establishing the temperature difference
on both sides of the sample when it is heated. The measurements were carried out using a thermal
conductivity meter KIT-800 (KB Teplofon, Russia). The stability of thermophysical parameters to radiation
damage during irradiation with heavy ions was assessed by comparing data on the thermal conductivity
coefficient in the initial state and after irradiation. Moreover, the obtained dependences of heat losses on the
atomic displacement values during irradiation were used to describe the mechanisms for reducing the
thermophysical parameters of ceramics, alongside to determine the effect of doping with magnesium and
yttrium oxides on increasing stability and resistance to radiation degradation.

3. Results and discussion

In the case of choosing materials for creating inert matrices of dispersed nuclear fuel, much attention, as
a rule, is paid to the study of their strength and thermophysical parameters, which are one of the key criteria
in the selection of materials used in extreme conditions. In this case, a variation in the concentration of
accumulated defects during irradiation, especially during high-dose irradiation, can have a significant impact
on the change in strength parameters due to softening effects linked to the accumulation of deformation
distortions and local defective inclusions. In this case, knowledge of the mechanisms of changes in strength
and thermophysical parameters depending on the structural disorder degree or the atomic displacement value
is necessary when determining the potential for using new types of ceramics as materials of inert matrices.
Thus, Figure 3a demonstrates the results of alterations in the ceramics’ surface layer hardness, measured
contingent upon the value of atomic displacements caused by irradiation with heavy ions. Also shown in
Figure 3b are the comparative analysis results of the alteration in the softening value (AHV), which
characterizes the decrease in hardness contingent upon the degree of accumulation of atomic displacements.

Based on the evaluation data of the strength parameters of the studied Nd.Zr,O- ceramics, in the case of
the original ceramics the hardness value is 56312 HV, for Nd>Zr,07 ceramics doped with MgO it is 824+15
HV, for Nd,Zr,O; ceramics doped with Y2Os it is 84611 HV. The strengthening factor for Nd»Zr,O doped
ceramics was about 46 — 50 % compared to undoped ceramics, which indicates a positive effect of the
formation of interphase boundaries on increasing the stability and strength of ceramics.
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Fig.3. a) Results of alterations in ceramic hardness values contingent upon the atomic displacement values;
b) Results of alterations in the softening degree

The overall trend observed in the alterations of hardness, contingent on the atomic displacement value,
suggests the detrimental effect of accumulated structural changes induced by irradiation on the strength
characteristics of the examined Nd.Zr,O- ceramics. Moreover, significant changes in hardness (about 1-2 %)
for unmodified Nd»Zr,0O7 ceramics are observed at irradiation fluences of the order of 5x10? ion/cm?, while
for modified Nd.Zr.O; ceramics similar changes are observed at fluences above 10 ion/cm?. Such
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differences in hardness reduction trends are primarily due to the presence of interphase boundaries in
Nd2Zr,0; modified ceramics, the presence of which results in an increase not only in the initial hardness
values by more than 1.5 times, but also a rise in resistance to embrittlement processes during the
accumulation of structurally deformed inclusions in the near-surface damaged layer. In the case of an
increase in irradiation fluence above 10% ion/cm? for unmodified Nd,Zr,O- ceramics, the reduction in
hardness, and as a consequence, the amount of softening is about 6-8.5%, while for modified Nd.Zr,O;
ceramics, the maximum decrease in hardness is less than 5 %. It is worth mentioning that the formation of
two-phase ceramics of the Y2Zr,0:/Nd.Zr,O; type results in an enhanced resistance to softening in
comparison with MgO/Nd»Zr,0; ceramics (the value of the softening factor in this case at the maximum
irradiation fluence is about 3.5 %).

The observed effects of strengthening, as well as increasing resistance to embrittlement and softening
under high-dose irradiation in the case of modified ceramics, reflect the positive effect of the use of dopants
in the form of magnesium and yttrium oxides on increasing resistance to radiation-stimulated softening.
Figure 4 demonstrates the results of changes in the thermophysical parameters of the studied Nd»Zr,O;
ceramics (in the original state and doped with magnesium and yttrium oxides), reflecting the effect of
irradiation on a decrease in thermal conductivity with the accumulation of structural damage (with an
irradiation fluence growth). In the case of the initial samples, it is clearly seen that modification of Nd»Zr,0;
ceramics by adding dopants in the form of MgO or Y05 results in the thermal conductivity coefficient
growth from 2.15 W/(mxK) to 3.8 — 3.9 W/(mxK), which indicates the positive effect of modification of
Nd.Zr,O7 ceramics, which was also proven when assessing changes in strength parameters.

According to the presented data on changes in the value of the thermal conductivity coefficient
depending on the magnitude of atomic displacements, it can be concluded that the most pronounced changes
associated with a decrease in thermophysical parameters appear at irradiation fluences above 10* ion/cm?,
which, according to the data of [23, 24], are characterized by the presence of effects associated with the
overlap of local structurally deformed areas, leading to a destructive change in the damaged layer. At lower
irradiation fluences (for which the dpa value is less than 0.1), alterations in the thermal conductivity
coefficient are less than 0.6 — 0.7 %. Moreover, the most pronounced alterations in the thermal conductivity
coefficient are observed for samples of undoped Nd2Zr,O7 ceramics, for which the maximum decrease in the
thermal conductivity coefficient is about 4.9 — 5.0 %, which is more than 1.5 — 2 times greater than similar
changes for doped Nd»Zr,O7 ceramics (refer to Figure 4b). It is also worth to note that the most pronounced
changes observed with an irradiation fluence growth above 10 ion/cm? have a clear trend of accelerating
the degradation of thermophysical parameters at large degrees of accumulated atomic displacements, which
indicates that the decrease in thermophysical parameters has a clear dependence on the concentration of
structurally deformed inclusions in the surface layer.
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Fig.4. a) Results of a decrease in the thermal conductivity of ceramics contingent upon the irradiation fluence; b)
Assessment results of heat loss in samples during the accumulation of structural damage

This change is primarily associated with phonon mechanisms of heat transfer in ceramics, the change of
which is influenced by the number of scattering factors linked to the accumulation of deformed regions,
leading to an elevation in phonon scattering and thereby reducing the rate of heat transfer. At the same time,
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analysis of the obtained data on changes in thermophysical parameters indicates that when interphase
boundaries associated with impurity inclusions are formed in Nd»Zr,O; ceramics, the observed decrease in
thermal conductivity due to increased heat losses is significantly less than in undoped Nd.Zr,O- ceramics.
This change in the trend of decreasing thermophysical parameters for modified ceramics can be explained by
effects linked to a rise in structural ordering during the formation of interphase boundaries, which leads to
heightened resistance to softening and degradation of thermophysical parameters. When using this type of
ceramics as inert matrices of dispersed nuclear fuel, the obtained dependences of changes in thermophysical
parameters depending on the irradiation dose make it possible to predict the critical service life, as well as
the necessary adjustments when using them. Moreover, the data acquired regarding the impact of dopants,
specifically magnesium and yttrium oxides, in enhancing resistance against deterioration in thermophysical
and strength parameters in irradiated samples, can be valuable for selecting this type of ceramics as inert
matrices with high radiation resistance. This is attributed to the presence of interphase boundaries. However,
when considering the possibility of using this type of ceramics as materials for creating thermal insulating
barriers during the storage of spent nuclear fuel, the observed thermal conductivity reduction patterns of
irradiated ceramics allow us to consider these materials as one of the promising thermal insulators for long-
term storage of spent fuel. In this case, the spontaneous decay of fissile material of spent fuel during long-
term storage is accompanied by the formation of radiation defects, alongside heating of the container
material, which in the case of ceramics with low thermal conductivity (which also decreases with the
radiation damage accumulation in the irradiated material) allows one to avoid the effect of internal heating of
the containers.

4. Conclusion

Analyzing the obtained experimental data related to determining the effect of irradiation with heavy
Xe?* ions on the decrease in strength and thermophysical parameters, the following conclusions can be
drawn. During the studies, it was observed that for Nd»Zr,O7 ceramics, the maximum value of the hardness
reduction at fluences over 5x10% ion/cm? is more than 6 — 8 %, which in turn indicates that the absence of
interphase boundaries characteristic of Nd»Zr,O; doped ceramics results in a more pronounced deterioration
in strength properties. In the case of ceramics doped with Nd2Zr,0O-, the presence of interphase boundaries
leads to strengthening by more than 1.5 — 2 times at maximum irradiation fluence, which indicates the
softening rate reduction and higher stability of modified Nd.Zr,O; ceramics due to doping. During
assessment of changes in the thermophysical parameters of the studied Nd.Zr,O- ceramics depending on the
type of modifier used, a decrease in the deterioration trend in the thermal conductivity coefficient under
high-dose irradiation was established, which is associated with increased resistance to structural disorder of
the modified ceramics.
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Abstract. The rating charge characteristic is crucial for the heat energy storage, particularly for low-
temperature system which uses paraffin wax. The influence of different rating charge causes severe temperature
fluctuation, which is undesirable for the heat system. It is affected by unstable phase transformation, reducing the
heat distribution and makes the average rating charge insufficient. In this work, the fluctuation can be minimized
by adding polyethylene plastic as phase stabilizer for the wax. The polyethylene is added by ratio of weight of
15% from the total mass of 134 grams. Each material is mixed in the liquid state, stirred and molded into the
apparatus. The phase transition evaluation is performed, showing the mixture indicates an additional transition
peak after the principal phase transformation, ranging between 15.26 °C — 19.34 °C (melting) and 11.98 °C —
9.45 °C (freezing). The steady operation makes the lowest rating variation is only 0.3 °C/min, which is obtained
by the mixture of wax and polyethylene. In the same rating charge, the wax has rating variation of 2.9 °C/min,
signifying the effect of unsteady melting transition. It clearly demonstrates the addition of polyethylene for the
mixture promotes a better phase transformation under various rating charge, maintaining the effective
temperature distribution for the heat storage.

Keywords: decomposition, rating charge, hydrocarbon, melting, solidification, polymer.

1. Introduction

The provision of clean and sustainable energy is a global topic due to the urgency of mitigating the
energy crisis. A short mitigation effort is done through reutilization of the old oil well [1]. At the same effort,
various concepts of harvesting energy from different sources are developed extensively. For example, the
utilization of waste is proven as a reliable solution to obtain alternative fuel and also reducing the waste issue
in society [2]. The development is also supported in the technological aspect, including the research in the
burner system to provide alternative thermal energy through the combustion of the alternative fuel. Thermal
load is taken as one of the highest global energy consumptions. It can be solved through the utilization of
solar thermal system [3]. The system is supported by heat storage device (HSD) [4], making it possible to
store the excess energy production in the daytime and released it when required in the nighttime [5].

The HSD is considered as a cost-effective energy storage, since the energy can be discharged directly to
thermal load [6]. It reduces significantly the need for electric energy for heating systems. The HSD works by
storing the heat through the material within the system, preferably solid-liquid storage material (SLSM),
which has a higher storage density [7]. One good example of solar thermal utilization is solar drying.
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Alkahdery L.A. [8], studied improvement of the solar drying system which used additional heat source,
implying a better drying mechanism and higher temperature within the chamber. The system can be
supported using HSD to promote a continuous drying in the nighttime. It makes the improvement of
alternative energy can be maximized, since it combines several power sources to drive the energy exchange
within the system [9]. Thus, HSD is potentially applied in various solar thermal system, which is expected to
accelerate the energy mix from solar source.

One crucial problem related with the SLSM in an HSD is poor heat exchange rate due to low
conductivity. S.A. Abtahi Mehrjardi et al. [10], optimizes the HSD system using fins for accelerating the
average heat transfer within the system. It shows the suitable configuration of fin spacing and angle which
allows to improve the conduction and convection heat transfer within the system. W. Cui et al. [11], utilize
nanoparticles and ultrasonic fields to improve the average time processing within the system. The result
demonstrates a notable achievement for the time reduction of the system up to 46.5%. B. Brahma et al. [12],
proposed a combined air heater system with HSD. The proposed method utilizes SLSM from paraffin wax
(Pw) which has the highest solar absorption rate of about 36.56 kW. The optimization provides a better heat
exchange rate for the HSD system. The high heat exchange rate leads to an acceleration of rating charge
(RC) within the system. H. Hosseininaveh et al. [13], analyzed the charge/discharge cycle for Pw-based HSD
using intermediate boiling fluid, indicating the melting transition was followed by various temperature
increment within the system. Z. Zhang et al. [14], performed an analysis of SLSM for building, showing the
high temperature fluctuation in the charge process which highly affected by the rating convective heat
transfer rate from air. D.S. Mehta et al. [15], demonstrated the uneven distribution of the temperature of the
finned-HSD, showing each measured zone indicates different temperature rating during charge operation.
The uneven temperature distribution is unsatisfactory which causes partial energy exchange [16], difficulty
for determining the charge level [17], leading to extensive measurement for setting the charge controller
[18].

The variation on the temperature of SLSM in an HSD is related with the molecular movement during
energy exchange. Y. Du et al. [19], highlighted this aspect for thermal-conductivity enriched SLSM material,
indicating the conduction path plays critical role in the energy transfer within the high rating charge system.
To promote a steady temperature distribution, using an additional binder to the SLSM is suitable [20]. The
proposed method also has a better safety factor which related to the mechanical strength of the modified
SLSM [21]. M. He et al. [22], developed graphene aerogel (GA) as the matrix for Pw, indicating a good
affirmation of the produced modified-Pw/GA. M. Zarrinjooy Alvar et al. [23], introduces monomer for Pw
through impregnation and combined with graphite powder, allowing for a reliable performance both in
stability and conductivity of the produced modified-Pw.

The additional matrix for the Pw can be obtained from various material, while polyethylene (PE) comes
as the most suitable candidate considering its availability and cost [24]. The PE-based matrix is favorable for
SLSM which promotes a steady phase-transformation of the SLSM. T. Al-Gunaid et al. [25], employed PE-
low density (LD) with Pw for phase stabilization, demonstrating an excellent mechanical strength with an
excellent ratio of stored/released energy. Another PE-class (high-density/HD) was also utilized for
stabilization with nano-additives, showing a satisfactory mechanical and phase behavior [26]. However,
characterization is generally concentrated for mechanical evaluation, with minimum evaluation on the effect
of rating charge in the temperature profile. Thus, further work is required to address the effect of rating
charge on the phase-transformation behavior and charge profile of the stabilized-SLSM.

The novelty from this work is a detailed temperature profile of the stabilized-SLSM under different RC.
It aims to promote a better understanding on the effect RC on phase transformation of the stabilized-SLSM.
Moreover, this study employes PE-LD and linear-LD (LLD) as phase stabilizer, which considered as one
major component in plastic waste [27]. Thus, the finding is expected to improve the capability of HSD and
offer additional consideration for waste reutilization. The assessment is focused through evaluation using
low RC (LRC), medium RC (MRC) and high RC (HRC), providing a detailed result which can be used for
developing suitable RC of an HSD.

2. Materials and Method

This work used Pw as the SLSM, while the matrix comes from polymer PE-LD and PE-LLD. The all-
raw materials were obtained from local supplier, where the Pw has an average melting temperature of 60 °C.
The polymers were used sheet-based structure in order to maximizing the mixing process. The preparation of
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the sample was performed without causing any polymerization, which is the advantage of forming PE-based
stabilized-SLSM (sSLSM). The sSLSM was produced following the direct melting method [28] to
accommodate the solid-liquid transition between the SLSM and binders. The ratio of SLSM was 85% of its
weight while the binder was set only 15%. It is aimed to maintain the total storage capacity of the mixture as
recommended here [29]. Each component was melted at different temperature (80 °C for SLSM and 160 °C
for LD and LLD). The molten binder was poured to the liquid SLSM, continuously stirred at the elevated
temperature (140 °C) to ensure the homogeneity. A small portion of SLSM, sSLSM; (Pw/LD) and sSLSM,
(Pw/LLD) were taken for thermal analyzing through calorimetry and thermogravimetric method. Then, the
liquid was moved to the charge container for evaluating the temperature change under various RC (Fig. 1).
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Fig.1. Charge evaluation for the SLSM and sSLSM

Fig. 1 shows the schematic of charge evaluation, which was adopted using temperature-history and
temperature-energy method for a detailed assessment [30-32]. In this scenario, the liquid sample was placed
within the charge container and four temperature sensors (K thermocouple) were located at the upper, middle
(two sensor) and lower zone. The mass of sample was 134 grams, while direct contact heater (surface area of
673 mm? and diameter 9.5 mm) was placed and set precisely at the center point of the container. The charge
controller was used to adjust the heating rate with three different powers: 30 Watts (LRC), 60 Watts (MRC)
and 100 Watts (HRC). The charge profile then taken to determine the charge behavior for each sample.

3. Results and Discussions

The initial observation was taken for mapping the surface morphology using scanning electron
microscope (SEM) of the SLSM to support the justification of unsteady phase behavior. The presented
profile in Fig. 2a clearly signifies the effect of slow nucleation, causing wavy structure (yellow circle) where
most of the solid interface stacked each other. The feature is caused by unfavorable crystallization rate which
occurs in the liquid-solid transformation as the heat liberated from the SLSM [33]. It also potentially leads to
void formation which causes unsuitable distribution of the solid SLSM within the tank. It can be seen
notably in the Fig. 2b where some part of the surface is agglomerated (red square).

The direct decomposition is observed for the SLSM under thermogravimetric evaluation (Fig. 3). The
curve indicates the evaporation of the compound occurs as a single process, which is started at temperature
220 °C until 365 °C. Contrary to that, the both sSLSM has two curves. The first curve corresponds to the
decomposition of the SLSM, while the latter curve belongs to the matrix PE (LD and LLD). It indicates the
SSLSM is formed as non-eutectic system, since the phase separation occurred at different temperature [34].
The higher decomposition temperature for the matrix PE makes the sSLSM more favorable in term of
thermal stability, which is suitable for a higher temperature operation in HSD.

The impact of the matrix-PE within the sSSLSM is observed distinctively since the temperature at this
transition varies compared to the SLSM. Moreover, the melt transition for the sSLSM exhibit a longer
temperature range, which is higher around 5.38 °C and 2.14 °C for sSLSM; and sSLSMy, respectively. It
seems the thermal behavior of PE-LD causes a longer melting transition.
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Fig.3. The mass loss behavior under thermal decomposition evaluation

There is one additional solid—liquid transition for the SSLSM. It occurs at temperature above 100 °C.

Therefore, the physical characteristic for the SSLSM is immiscible. It makes the correspond substance melt
separately. The change in thermal properties between SLSM and sSLSM can be analyzed in detail according
to the its temperature transition. As seen in Fig. 4a, the SLSM has one significant characteristic which
experiences solid-solid transition prior to melt. The process takes at higher temperature span, around 10.4 °C.
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The impact of the matrix-PE within the sSSLSM is observed distinctively since the temperature at this
transition varies compared to the SLSM. Moreover, the melt transition for the sSLSM exhibit a longer
temperature range, which is higher around 5.38 °C and 2.14 °C for sSSLSM;: and sSLSMy, respectively. It
seems the thermal behavior of PE-LD causes a longer melting transition. There is one additional solid—liquid
transition for the SSLSM. It occurs at temperature above 100 °C. Therefore, the physical characteristic for the
SSLSM is immiscible. 1t makes the correspond substance melt separately.

The freezing behavior for the SLSM is quite different (Fig. 4b). The main finding is shown as a shorter
freezing transition. For example, the principal transition for SLSM is decreased by 55.1%. It makes the
solidification occur at relatively shorter temperature range. It is also observed for the all SSLSM which
indicates a shorter temperature transition during solidification. Interestingly, the solid—solid transition for
SLSM and sSLSM; is increased around 0.8 °C and 0.4 °C, respectively. In contrast, the SSLSM; experiences
a significant decrement for the transition which reduced about 39.2%. Each matrix has an identic pattern for
the additional peak, where the temperature span reduces around 3.28 °C and 9.89 °C, respectively. Thus, the
major change is caused by the interaction between the correspond matrix and SLSM (Pw).

Charge behavior is extremely important for the HSD. It indicates the ability of the storage material to
absorb heat, which is critical to determine the performance of the system. The effect of charge rate causes
significant change on the temperature profile. For example, charge rate of 30 Watts for SLSM (Fig. 5a)
causes two step melt transition which starts at the identic temperature (around 70 °C).

The increment in charge rate makes the melt step becomes shorter at the identic temperature region. It
indicates the melt transition for SLSM is delayed at higher temperature compared to its melt transition which
is observed at 62.8 °C. It is the major issue for SLSM because the delayed transition reduces the heat
absorption rate. Moreover, the pattern demonstrates the transition occurs as a non-isothermal behavior.
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Fig.5. The effect of RC on the temperature evolution for (a) SLSM, (b) sSLSM3, and (c) SSLSM;

Positive influence is observed for the all SSLSM. For sSLSM; (Fig. 5b), the melt transition still
observed under 70 °C. It indicates the melting process is stabilized sufficiently. The mixture also indicates a
short isothermal transition at temperature 68.2 °C (rectangular in Fig. 5b) which is highly desirable for the
actual HSD. Despite the advantages, thermal disruption is observed (circle in Fig. 5b). It can be taken as the
second stage transition of the composite due to low charge rate. The peak transition at higher charge rate
(100 Watts) is shown at 81.4 °C, which is close to the thermal disruption temperature as occurred in low
charge rate. Thus, determining a suitable charge rate is highly important to ensure a stable charge process for
the HSD.

One unique charge behavior is observed for sSSLSM; (Fig. 5c¢). It is the only sample which experiences
three stages transition. Considering the temperature transition (Fig. 4), the three stages is highly related with
each transition [35]. It makes the sSLSM; takes the longest duration to achieve the final temperature
compared to SLSM and sSLSM;. The positive influence for sSSLSM is observed at higher rate (60 Watts and
100 Watts) with a significant charge acceleration compared to SLSM. It allows the material to achieve the
final temperature faster around 3.5 minutes (60 Watts) and 1.5 minutes (100 Watts). It can be assumed that
SSLSM; is suitable for high charge rate system to achieve the advantages of adding matrix within the SLSM.

The detailed effect of matrix as stabilizer is shown in Fig. 6. The pure SLSM is the only sample which
experiences decrement in the temperature rate between the upper and lower zone under LRC. It confirms the
insufficient phase transformation of the material. Increasing the RC level leads to a higher deviation between
the upper and lower zone. The highest deviation is obtained under HRC, with variation of 6.59 °C/min. As a
result, the system unable estimate the precise value of the charge level due to high variation between each
zone.



Eurasian Physical Technical Journal, 2024, 21, 2(48) Materials science 19

12 -1

m Upper Zone (UZ)
Middle Zone (MZ) 10.02

Em Lower Zone (LZ) \- 8.45
E SLSM 7.43
&) 7.06%
S s {|SSESN] 1.06 \. )
)
= sSLSM, 5.45 :
o~ 6 4 @
2 ) s :‘
£ 4.11 P 544
S 4 3.16 @ 6.32
=% 4.92
g BB 3.43
=P} * @
= 2 /.} ) .

- 2.05

0 1.52 i
Low Rating Medium Rating High Rating

Charge (LRC) Charge (MRC) Charge (HRCO)
Fig.6. The changes in temperature rate for each zone under different RC

The effect of matrix demonstrates a better temperature rating between each zone. It has maximum
temperature rate deviation of 1.24 °C/min (LRC), 2.13 °C/min, and 3.01 °C/min (HRC). It clearly
demonstrates a steady phase transformation, particularly for the HRC operation. It corresponds to the plastic
behavior of the matrix which maintain a suitable distribution of the liquid phase in the charge stage. Thus,
the heat can be distributed effectively with minimum deviation, making the charge fluctuation can be
decreased sufficiently and promoting a better estimation of charge indicator.

4. Conclusion

Utilization of polyethylene as matrix for SLSM (Pw) successfully promotes a steady phase
transformation of the SSLSM in HSD. The matrix reduces the effect of temperature fluctuation in all RC
scenario. The temperature rate deviation can be decreased up to 52.71% and 61.9% under medium and high
RC. It is a direct impact on the presence of plastic behavior which increases the phase transformation
characteristic of SLSM. The proposed method allows to accelerate the average temperature rate with the
highest rating of 6.98 °C/min, which only deviates 3.01 °C/min between the upper and lower zone.

The surface observation of the SLSM clearly indicates the effect of insufficient phase transformation
behavior. It contributes to the high deviation between each zone of the storage tank, which is
disadvantageous for the operation of HSD, especially for large tank. The presence of additional matrix comes
from polyethylene group is proven to reduce the drawback, minimize the temperature rate deviation,
including the possibility to operate the system under high rating charge operation. Therefore, the proposed
solution is suitable for developing a reliable HSD system with suitable phase transformation of the storage
material.
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SIMULATION OF LIQUID FUEL SPRAY FORMATION AND
DISTRIBUTION IN A REACTING TURBULENT FLOW
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Abstract. The paper presents the computational experiments of the liquid fuels spray and its droplets
distribution in a turbulent reacting flow. Primary and secondary atomization of two types of liquid fuel droplets
(isooctane and dodecane) in the presence of combustion was described by the equations of continuity, momentum,
internal energy, concentration of components of reacting substances and a two-parameter model for calculating
turbulent flow. The study results of the spray, dispersion and combustion of droplets of hydrocarbon liquid fuels in
a model combustion chamber when changing the injector injection angle were obtained. The injection angle
values varied from 2 to 10 degrees. Based on the computational experiment temperature profiles and
concentration characteristics of combustion products and gas in the combustion chamber at various times were
obtained. Numerical calculations of the droplets’ Sauter mean diameter distributions have the same dispersion
pattern for dodecane. This suggests that the accuracy and adequacy of developed complex model of the formation
and distribution of spray in a reacting flow has been confirmed by its strong correlation and good agreement of
the modeling results with experimental data from other researchers. This kind of modeling methods and the
obtained computational experiments results from them are widely used not only in traditional thermal power
engineering, but also in the study of technological processes in the new generation engines chambers, combustion
of alternative types of fuels and optimization of their combustion.

Keywords: fossil fuel, spray, simulation, combustion, injection angle, emissions.

1. Introduction

The increase in harmful emissions of combustion products into the environment is a consequence of the
extended consumption of hydrocarbon fuels in the energy, industry and transport sectors. According to long-
term monitoring, the volume of environmentally hazardous chemical compounds, wastes and substances
emitted into the atmosphere as a result of fuel combustion doubles every 12-14 years. Thus, one of the major
environmental problems of the modern world is environmental pollution due to anthropogenic impact. The
quality and type of liquid fuel burned, the conditions for organizing its combustion and the technical
condition of internal combustion engines affect the toxicity of gas emissions and soot into the surrounding
atmosphere. Although the use of low-quality fuels reduces the costs spent on its purchase, it also increases
the concentration of environmentally harmful substances that enter the air [1].

The internal combustion engines exhaust gases emitted into the air contain more than 70% carbon
oxides, about 52% nitrogen oxides, up to 5.5% soot and water. A complex combination of physical and
chemical, kinetic, thermodynamic and heat exchange processes influence the environmentally hazardous
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pollutants formation dynamics during the various types of fuels combustion. However, despite the existing
significant amount of research in this area, the mechanisms of such harmful substances’ formation are still
not fully understood [2, 3]. By actively influencing the harmful emissions formation, it is possible to reduce
thermal and gas pollution of the air, which is the most promising way to eliminate them. Improvement of the
technological cycle of fuel processing and supply, methods of modernization and updating of injection
devices contributes to changing the conditions for the harmful pollutants’ formation in the environment. At
the current stage of energy development, environmental problems are becoming a priority. Since carbon
dioxide is the most common indicator of harmful substances, reducing its production into the atmosphere and
using up to 80% of renewable energy sources by 2050 is a long-term goal set for all countries by the
International Energy Agency. In this regard, it becomes imperative to improve and increase the efficiency of
devices and systems for supplying and burning various types of fuel, as well as minimizing harmful gaseous
emissions into the atmosphere. Figure 1 shows the main specific pollutant emissions dynamics for 2019-
2023 in Kazakhstan [4].
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Fig.1. Emissions of main pollutants in Kazakhstan, thousand tons

In this paper, the study of thermophysical processes in heat engines is carried out, considering the
geometry of the combustion chamber, methods of fuel supply, design parameters, and location of injection
devices, and also identified effective technological mechanisms of the injection, allowing for rational fuel
combustion optimization with minimal gaseous waste emissions.

2. Mathematical model of the problem and computational grid

During two-phase reacting flow modeling, the continuity, momentum, internal energy and reaction
components concentration equations are solved by using numerical methods, taking into account chemical
transformations, medium high turbulence, interphase heat and mass transfer and interfacial interaction [5-8].

The reacting components mass conservation in a two-phase flow is described by the continuity equation
taking into account the atomized dispersed phase contribution:

op
P.d =S 1
= iv(pu) =S . 1)

where u is the fluid phase velocity, Smass IS source term describing the change in gas phase density as a result
of liquid fuel droplets evaporation.

The particles movement in a two-phase reacting flow is determined by the gas phase momentum
conservation equation:

pg—Ltj+p(gradu)u=diV§+pg+Sm0m, 2)

where Smom IS source term describing the moving drops contribution to the gas phase momentum velocity
change.
The two-phase reacting flow internal energy conservation with dispersed particles is as follows:
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oE . .
pa =1D-pdivu-divg+S,,,, , (3)
where q is isolated heat flow according to Fourier's law, Senergy is contribution to the change in the system’s
internal energy coming from atomized dispersed phase droplets.
The system’s mass density is determined by the conservation equation for the component m:

2(pc,) a<pcmui>+g(p[} acm}S

ot OX. OX.

i aXi
(4)
where pm is the m component mass density, p is the total mass density.
During the complex turbulent flows simulation, according to the turbulent kinetic energy cascade
transfer law the high turbulence of the reacting two-phase flow was taken into account by two main
parameters: the Kinetic energy of turbulence k and its dissipation degree ¢, which was expressed by an

empirical turbulence model included in the mathematical model of the problem [9, 10]:
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The constants ¢, ¢, , ¢, , Gy, G,, used in the empirical turbulence model above are determined

from experiment [11, 12].

Aircraft and rocket engines inject a liquid jet with a high-velocity co-current gas flow. When interacting
with a co-current gas flow, the liquid jet breaks up into fragments, which is called primary atomization.
When modeling the formation and evolution dynamics of liquid injections, the main attention was paid to the
air-blast atomization process, which is most common in highly reactive jets. The air-blast atomization
process configuration is shown in Figure 2 [13-15]. In such injection systems, a stream of liquid fuel is
injected into thin liquid fragmentary sheets at low pressure. High-speed liquid jets surrounded by a co-
current gas jet make a large contribution to the kinetic energy of the entire flow. Due to the presence of the
jet-to-jet interaction phenomenon and intense interaction with co-current gas stream, liquid’s layered sheets
are torn on both sides into ligaments. Further downstream, these liquid ligaments break up into various size
droplets. This phenomenon is called secondary atomization.
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Fig.2. Premixed air-blast atomizing scheme [13-15]

Using a calculation program, a cylindrical combustion chamber virtual prototype with a height of 15 cm
and a diameter of 4 cm was built. Liquid fuel is sprayed throughout the entire volume of the chamber
through a nozzle located in its lower part. Before the experiment, the fuel droplets had a temperature of 900
K. Two types of liquid fuels (isooctane and dodecane) injected droplets’ mean radius was 25 pum. The
optimal initial injection mass and pressure for isooctane were 6 mg and 100 bar, for dodecane were 7 mg and
80 bar. These optimal parameters for the combustion process of these fuels were obtained in previous studies
by the authors [16, 17].
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The combustion chamber general view and generated computational mesh template are presented in
Figure 3. The computational domain is centered on a Cartesian coordinate 3D structured grid with various
node configurations. The computational grid is divided into blocks of cells across the entire logical space.
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Fig.3. a) Model camera general view; b) Pseudo-polar grid and perspective view of the sector grid outline

Using the initial and boundary conditions of the problem, a three-dimensional mesh is formed from
pseudo-polar blocks of cells. Although the program's functions cover broader areas of its application, our
main goal was its targeted application for modeling thermal processes in reacting flows. Using an automatic
mesh generator built into the SETUP subroutine, a three-dimensional cylindrical mesh was created to
describe the different types of injectors and nozzles of gasoline and diesel thermal engines [6, 18].

3. Simulation results and analysis

Influence of the injection angle on the two types of liquid fuel (isooctane and dodecane) spray
formation, droplets distribution, and combustion in a turbulent reacting flow in the cylindrical chamber was
investigated. The values of the injection angle varied from 2 to 10 degrees. Figures below show the graphs
for determining the fuels optimal combustion regime depending on the injector injection angle value.

The distribution of the maximum combustion temperature of the reacting mixture throughout the entire
volume of the combustion chamber when the injection angle changes is shown in Figure 4 (a). As a result of
a detailed analysis of the curves in the Figure 4 (a), it was found that the maximum combustion temperature
of isooctane is 2690 K at 4 and 8 degrees of injection angle. Because diesel fuels have high surface tension,
the interface between the two phases remains stable for a long time. In this regard, during the ignition and
combustion of dodecane droplets, the highest temperature value of 2707 K is observed at 8 degrees of
injection angle. Therefore, we can say with confidence that the greater the droplet spray angle, the more
intense the fuel burns, the heat exchange between the two phases increases and the temperature rises to 3000
K.
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Fig.4. Dependences of the maximum combustion temperature and carbon dioxide concentration on the injection angle
during the combustion of isooctane and dodecane

The influence of two types of fuels (isooctane and dodecane) droplets injection angle on the distribution
of the carbon dioxide maximum concentration was investigated. As is known, CO. is the main component of
greenhouse gases. The amount of carbon dioxide produced during the combustion of dodecane exceeds the
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concentration of CO, released during the isooctane droplets combustion. The volume of carbon dioxide
formed during the dodecane combustion varies between 0.180-0.182 g/g at injection angles of 4-10 degrees.
The distribution of carbon dioxide concentration during combustion of isooctane is very different from that
of dodecane, since its decrease is observed with increasing injection angle. For this reason, within 6-8
degrees, the volume of CO; released is 0.176 g/g, which is much less compared to dodecane. This difference
in the behavior of fuels can be explained as follows: isooctane is a reference fuel with high octane number
and lower concentration of impurities.

According to the distribution of temperature and CO, concentration in Figure 4, it was found that for
the two types of liquid fuels most often used in internal combustion engines and included in gasoline and
diesel, the effective injection angle is 8 degrees. With an effective injection angle, due to intensive mixing of
the fuel jet with the co-current gas flow, the temperature in the combustion chamber increases, and the
amount of carbon dioxide in the combustion products does not exceed environmental standards
requirements.

Three-dimensional graphs of the temperature and concentration characteristics of the reacting flow of
two types of liquid fuels (isooctane and dodecane) were obtained through a numerical CFD modeling
experiment taking into account an effective injection angle of 8 degrees (Figures 5-7). Liquid fuel
combustion is a heterogeneous process, since the interaction products are in the condensed phase due to
phase separation and high temperatures of more than 2000 K, the role of plasma processes increases. The
same picture of the formation of areas with high temperatures and its distribution over the entire combustion
chamber height is observed during the combustion of solid fossil fuels in high-temperature energy,
thermophysical and technological facilities [19]. At different times and combustion zones, isooctane and
dodecane have similar temperature profiles with a monotonic spreading gradient (Figure 5).

0.8 ms 12ms 2.0ms 3.0 ms

[ 2 1 2 2
x,cm x,cm X, 0m x,cm

Fig.5. Temperature profiles during isooctane and dodecane combustion at different time moments in the combustion
chamber
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Due to the temperature gradient, intense heat exchange and mixing with the oxidizer, a high-
temperature flame spreads throughout the entire volume from the central part of the combustion chamber.
Spray areas remote from the flame core heat up to 975-985 K during combustion of both types of fuels. The
core of the flame when burning isooctane occupies 3 cm in height, and 0.8 cm in width, and the temperature
reaches 2690 K, for dodecane, it is much larger than 3.6 cm by 0.5 cm, respectively, but the maximum
temperature is 2703 K. The concentration fields of consumed oxygen and carbon dioxide at an effective
injection angle at a time of 3 ms are shown in Figures 6 and 7.

Oxygen consumption in various parts of the combustion chamber and its distribution across combustion
zones for two types of fuels is shown in Figure 6. Since the fuel droplets intensive combustion process
occurs in the flame core, the highest oxygen consumption is observed in the central part of the chamber. And
in other parts of the combustion chamber, a high concentration of oxidizer remains for both isooctane and
dodecane.

The amount of oxygen that has not reacted with the fuel for isooctane and dodecane is 0.22 g/g. The
unconsumed oxidizer concentration located in the flame core was 0.015 g/g for both types of fuel. An intense
reaction of isooctane with oxygen occurs in the area of 2.9-4.8 cm along the model combustion chamber
height. When dodecane is burned, O2 consumption begins from a chamber height of 3.8 cm, which is an
indicator of the high mobility and reactivity of its droplets. Since the region of high temperatures for
dodecane begins at this height of the chamber, we can confidently say that oxygen molecules are focused in
the plume core. This statement can be observed in Figure 6.

Numerical data on the concentration profiles of carbon dioxide formation during the combustion of
isooctane and dodecane, depending on the effective injection angle, are presented in Figure 7. On the axis of
the combustion chamber, where the temperature flame is formed and the highest fuel consumption, the
maximum amount of carbon dioxide is produced, which confirms the fulfillment of the laws of chemical
Kinetics.
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Fig.6. The oxidizer Oz concentration profiles in a model combustion chamber at t=3 ms
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Fig.7. The carbon dioxide concentration properties in the combustion chamber at t=3 ms
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The maximum concentration of CO formed in the central part of the model chamber was 0.18 g/g for

both isooctane and dodecane. At the combustion chamber exit, the amount of CO, gradually decreases,
thereby at the final moment of fuel combustion it takes on minimum values for the two types of fuels. This
phenomenon shows that the formation and distribution of greenhouse gases during the combustion of liquid
hydrocarbon fuels is identical. At an effective injection angle of 8 degrees, the concentration of released
carbon dioxide is 0.012 g/g. The efficiency of the combustion process of liquid fuel droplets in internal
combustion engines directly depends on their spraying from the nozzle and breakup into small secondary
droplets, including their size distribution. The isooctane and dodecane droplets’ Sauter mean diameters
(SMD) were measured at different distances from the injector nozzle edge at various times (Figure 8). Since
the Sauter mean diameter is a volume-surface unit of droplets, this value is a parameter of the particle size
distribution and is involved in the secondary atomization of liquid fragments. To verify the computer
simulation data, a comparative analysis was carried out with experimental data taken from [20]. According to
a thorough analysis of the calculated and experimental indicators presented in Figure 8, it was found that

model calculations for the size distribution of dodecane droplets are similar to the experimental data.

In the experiment the dispersion of the droplets’ Sauter mean diameter was measured at distances from

10 to 60 mm from the nozzle at various times [20].
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Fig.8. The isooctane and dodecane droplets Sauter mean diameter (SMD) dispersion
at a distance of x=40 mm from the injector nozzle

Identical researches of the isooctane and dodecane droplets’ Sauter mean diameter dispersion at various
times were carried out in simulation at a distance of 40 mm from the injector nozzle. When comparing the
relative data in Figure 8, it is established that the measured results of the numerical experiment are in good
agreement with the experimental measurements belonging to the authors of [20]. Relying on this agreement
between the numerical results and the experiment, we can state that the complex CFD model of the
distribution, atomization and combustion of liquid fuel droplets in a cylindrical combustion chamber
proposed in our work is adequate and can be applied to real processes and phenomena occurring in thermal

power and thermophysical facilities with built-in injection systems.

4. Conclusion

The processes of distribution and atomization of two types of fossil fuels (isooctane and dodecane) in a
highly turbulent flow in the presence of combustion were studied using a set of complex methods for
modeling technological structural systems. The effective injection angle influence on the liquid fuels’
droplets atomization and distribution in the presence of combustion was determined by simulation methods
based on computational experiments in order to organize rational combustion of fuels with the least negative
impact on the environment. From the analysis of computer experiments, it was found that for isooctane and
dodecane, the optimal injection angle of the injector is 8 degrees. At this effective value of the injection
angle, the fuel quickly reacts with the oxidizer, due to high temperatures, intermediate products of the
chemical reaction are released in a minimal volume, and the concentration of carbon dioxide produced does

not exceed environmentally acceptable standards.
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The proposed numerical data in the work have practical significance and will serve as a background for
their use in the design of various heat engines with injection devices and optimal structural parameters. The
results obtained in the work will contribute to solving the problems of rational and efficient combustion of
various types of fossil fuels with subsequent optimization of these processes and reducing the carbon
footprint from their anthropogenic impact.

Conflict of interest statement
The authors declare that they have no conflict of interest in relation to this research, whether financial, personal,
authorship or otherwise, that could affect the research and its results presented in this paper.

CRediT author statement

Bolegenova S.A.: Conceptualization, Funding acquisition; Askarova A.S.: Supervision; Ospanova Sh.S.: Investigation,
Writing-Original draft preparation, Writing Reviewing and Editing; Makanova A.: Resources, Software; Zhumagaliyeva S.:
Data curation, Methodology; Nurmukhanova A. and Adilbayev N.: Investigation, Visualization; Akzhol Sh.: Software,
Validation. The final manuscript was read and approved by all authors.

Funding
This work was supported by the Science Committee of the Science and Higher Education Ministry of the Republic of
Kazakhstan (No AP19679741).

References

1 Bolegenova S., Askarova A., Slavinskaya N., Ospanova Sh., Maxutkhanova A., Aldiyarova A., Yerbosynov D.
(2022) statistical modeling of spray formation, combustion, and evaporation of liquid fuel droplets, Phys. Sci. Technol.
9 (2), 69-82. DOI:10.26577/phst.2022.v9.i2.09.

2 Gallen L., Riber E., Cuenot B. (2023) Investigation of soot formation in turbulent spray flame burning real
fuel. Combust. Flame. 258, 112621. DOI:10.1016/j.combustflame.2023.112621.

3 Hinrichs J., Schweitzer-De Bortoli S., Pitsch H. (2021) 3D modeling framework and investigation of pollutant
formation in a condensing gas boiler. Fuel. 300, 120916. DOI:10.1016/j.fuel.2021.120916.

4 Report from the Bureau of National Statistics on air protection in the Republic of Kazakhstan (2022). [in
Russian]. Available at: https:/stat.gov.kz/ru/industries/business-statistics/stat-inno-/publications/68178/

5 Amsden A.A. (1993) KIVA-3: A KIVA Program with Block-Structured Mesh for Complex Geometries. Los
Alamos, 95. Available at:  https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual-
property/software-tools/ kiva/_assets/docs/KIVA3man.pdf

6 Amsden A.A. (1999) KIVA-3V, RELEASE 2, IMPROVEMENTS TO KIVA-3V. Los Alamos, 34. Available at:
https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual-property/software-tools/kiva_assets/
docs/KIVA3V.pdf

7 Gorokhovski M., Hermann M. (2008) Modeling primary atomization. Annu. Rev. Fluid Mech. 40, 343-366.
DOI:10.1146/annurev.fluid.40.111406.102200.

8 Askarova A.S., Bolegenova S.A., Ospanova Sh.S., Rakhimzhanova L.A., Nurmukhanova A.Z., Adilbayev
N.A. (2024) Optimization of fuel droplet sputtering and combustion at high turbulence flows. Russ. Phys. J., 67, 2, 167-
170. DOI:10.1007/s11182-024-03104-5.

9 LiY., Huang Y., Luo K., Liang M., Lei B. (2021) Development and validation of an improved atomization
model for GDI spray simulations: Coupling effects of nozzle-generated turbulence and aerodynamic force. Fuel. 299,
120871. DOI:10.1016/j.fuel.2021.120871.

10 Berezovskaya |.E., Tasmukhanova A.A., Ryspaeva M.Zh., Ospanova Sh.S. (2023) Investigation of the
influence of liquid fuel injection rate on the combustion process using KIVA-1I software. Eurasian Physical Technical
Journal, 20, 3(45), 43-51. DOI:10.31489/2023N03/43-51.

11 Amsden A.A., O'Rourke P.J., Butler T.D. (1989) KIVA-1I: A computer program for chemically reactive flows
with  sprays. Los Alamos, 160. Awvailable at: https://www.lanl.gov/projects/feynman-center/deploying-
innovation/intellectual -property/software-tools/kiva/_assets/docs/KIVA2.pdf

12 Gorokhovski M., Zamansky R. (2018) Modeling the effects of small turbulent scales on the drag force for
particles below and above the Kolmogorov scale. Phys. Rev. Fluids. 3, 034602. DOI:10.1103/PhysRevFluids.3.034602.

13 Liao Y., Jeng S.M., Jog M.A., Benjamin M.A. (2001) Advanced submodel for airblast atomizers. J. Propul.
Power. 17, 2, 411-417. DOI:10.2514/2.5757.

14 Gorokhovski M.A., Oruganti S.K. (2022) Stochastic models for the droplet motion and evaporation in under-
resolved turbulent flows at a large Reynolds number. J. Fluid Mech. 932, 18. DOI:10.1017/jfm.2021.916.



https://stat.gov.kz/ru/industries/business-statistics/stat-inno-/publications/68178/
https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual-property/software-tools/%20kiva/_assets/docs/KIVA3man.pdf
https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual-property/software-tools/%20kiva/_assets/docs/KIVA3man.pdf
https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual-property/software-tools/kiva_assets/%20docs/KIVA3V.pdf
https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual-property/software-tools/kiva_assets/%20docs/KIVA3V.pdf
https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual%20-property/software-tools/kiva/_assets/docs/KIVA2.pdf
https://www.lanl.gov/projects/feynman-center/deploying-innovation/intellectual%20-property/software-tools/kiva/_assets/docs/KIVA2.pdf

30 Eurasian Physical Technical Journal, 2024, 21, 2(48) ISSN 1811-1165; e-ISSN 2413-2179

15 Shen L., Fang G., Wang S., Xing F., Chan Sh. (2022) Numerical study of the secondary atomization
characteristics and droplet distribution of pressure swirl atomizers. Fuel. 324, Part B, 124643. DOI:10.1016/
j-fuel.2022.124643.

16 Askarova A.S., Bolegenova S.A., Maximov V.Yu., Bolegenova S.A., Ospanova Sh.S., Beketayeva M.T.,
Nugymanova A.O., Pilipenko N.V., Shortanbayeva Zh.K., Baktybekov K.S., Syzdykov A.B. (2018) Investigation of the
different Reynolds numbers influence on the atomization and combustion processes of liquid fuel. Bulg. Chem.
Commun. 50, 68-77. Available at: http://www.bcc.bas.bg/bec_volumes/Volume 50 Special G 2018/50G _PD_68-

77.66.pdf
17 Askarova A., Bolegenova S., Ospanova Sh., Slavinskaya N., Aldiyarova A., Ungarova N. (2021) Simulation of
non-isothermal  liquid  sprays under  large-scale  turbulence.  Phys. Sci. Technol. 8, 28-40.

DOI:10.26577/phst.2021.v8.i2.04.

18 Choi M., Lee S., Park S. (2023) Numerical and experimental study of gaseous fuel injection for CNG direct
injection. Fuel. 140, 693-700. DOI:10.1016/j.fuel.2014.10.018.

19 Chen L., Sun D., Yang K., Song P., Wang Sh., Zeng W. (2023) Experimental study on the effect of plasma
excitation on the atomization characteristics of aviation kerosene transverse jet. Fuel. 332, Part 2, 126210.
DOI:10.1016/j.fuel.2022.126210.

20 Arcoumanis C., Gavaises M. (1998) Linking nozzle flow with spray characteristics in a diesel fuel injection
systems. Atom. Sprays. 8, 307-347. DOI:10.1615/AtomizSpr.v8.i3.50.

AUTHORS’ INFORMATION

Bolegenova, Saltanat Alikhanovna - Doctor of Phys. and Math. Sciences, Professor, Head of the Department of
Thermophysics and Technical Physics, al-Farabi Kazakh National University, Almaty, Kazakhstan; SCOPUS Author ID:
57192917040; ORCID iD: 0000-0001-5001-7773; Saltanat.Bolegenova@kaznu.edu.kz

Askarova, Aliya Sandybayevna - Doctor of Phys. and Math. Sciences, Professor, Department of Thermophysics and
Technical Physics, al-Farabi Kazakh National University, Aimaty, Kazakhstan; SCOPUS Author ID: 6603209318;
ORCID: iD: 0000-0003-1797-1463; Aliya.Askarova@kaznu.edu.kz

Ospanova, Shynar Sabitovna - PhD, Senior Lecturer, Department of Thermophysics and Technical Physics, al-Farabi
Kazakh National University Almaty, Kazakhstan; Scopus Author ID: 55988678700; ORCID ID: 0000-0001-6902-7154;
Shynar.Ospanova@kaznu.edu.kz

Makanova, Ayaulym Bolatkanovna — Master's student, Department of Thermophysics and Technical Physics, al-
Farabi Kazakh National University Almaty, Kazakhstan; ORCID iD: 0009-0005-1721-3090; aiko.20.20@mail.ru

Zhumagaliyeva, Sabina Audanbaikyzy - Master's student, al-Farabi Kazakh National University, Aimaty, Kazakhstan;
ORCID iD: 0009-0001-7975-1135; zhumasabina@icloud.com

Nurmukhanova, Alfiya Zeinullovna — Candidate of Techn. Sciences, Senior Lecturer, Department of Thermophysics
and Technical Physics, al-Farabi Kazakh National University, Almaty, Kazakhstan; SCOPUS Author ID: 57217224044;
ORCID iD: 0000-0002-0289-3610; alfiya.nurmukhanova777@gmail.com

Adilbayev, Nurken Amidollayevich — Doctoral student, al-Farabi Kazakh National University Almaty, Kazakhstan;
SCOPUS Author ID: 58906640200; ORCID iD: ORCID iD: 0000-0002-8622-8588; adilbayev_nurken2@live.kaznu.kz
Shalkar, Akzhol — Master’s student, al-Farabi Kazakh National University, Almaty, Kazakhstan; ORCID iD: 0009-0001-
0485-0358; Shalkar.akzhol@gmail.com



http://www.bcc.bas.bg/bcc_volumes/Volume_50_Special_G_2018/50G_PD_68-77.66.pdf
http://www.bcc.bas.bg/bcc_volumes/Volume_50_Special_G_2018/50G_PD_68-77.66.pdf
mailto:Saltanat.Bolegenova@kaznu.edu.kz
mailto:Aliya.Askarova@kaznu.edu.kz
mailto:Shynar.Ospanova@kaznu.edu.kz
mailto:aiko.20.20@mail.ru
mailto:zhumasabina@icloud.com
mailto:alfiya.nurmukhanova777@gmail.com
mailto:adilbayev_nurken2@live.kaznu.kz
mailto:Shalkar.akzhol@gmail.com

Eurasian Physical Technical Journal, 2024, 21, 2(48) Energy 31

EURASIAN PHYSICAL TECHNICAL JOURNAL EuRASIAN

PHYSICAL
TECHNICAL
JOURNAL

2024, Volume 21, No. 2 (48)
https://doi.org/10.31489/2024N02/31-37 E=n ‘
Received: 16/02/2023 Revised: 03/05/2024 Accepted: 21/06/2024 Published online: 29/06/2024
Original Research Article @ Open Access under the CC BY -NC-ND 4.0 license

UDC: 533.68

EXPERIMENTAL STUDIES OF THE PERFORMANCE EFFICIENCY
OF A WIND TURBINE WITH COMBINED BLADES

Tleubergenova A.Zh."2, Dyusembayeva A.N.", Tanasheva N.K."?, Bakhtybekova A.R. "2,
Kutumova Zh.B.!, Mukhamedrakhim A.R. 2

TE.A. Buketov Karaganda University, Karaganda, Kazakhstan
2 Scientific Research Center "Alternative Energy", Karaganda, Kazakhstan
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Abstract. This article studies the aerodynamic characteristics of a wind turbine at different streamline
parameters. For this purpose, an experimental sample of the plant with combined power elements in rotating
cylinders form with fixed blades was fabricated. The airflow velocity was varied, ranging from 3 to 12 m/s. The
results of the experiment to study the variation of the angle o of the fixed blade position relative to the cylinder
from the air flow velocity were analyzed. The changes in aerodynamic forces from the air flow velocity are
graphically presented. It was found that at the optimal angle a. = 0 ° of the fixed blade relative to the cylinder, the
maximum values of aerodynamic forces were obtained. Graphs of the dependence of aerodynamic coefficients on
the Reynolds number are also constructed, in which it is established that, at o= 0°, the minimum value of the lift
coefficient is 0.012 N and the maximum value of the drag coefficient is 10.07 N at Re = 1-10°. The presented
results show the effectiveness of the combined use of the and the fixed blade. The experimental results obtained on
the aerodynamic parameters of a wind turbine can be used in the development of prototypes of installations
designed for low wind speeds.

Keywords: wind turbine, combined blades, wind tunnel T-1-M, flow velocity, drag force, lift force, Reynolds
number.

1. Introduction

Wind energy is a promising project in the power generation sector due to its clean energy production
and extensive wind resources around the world. Wind turbines can be installed at any scale to reduce the
increasing energy demand [1]. Today, wind energy in many countries has become an independent branch of
the economy and no longer requires additional subsidies. The wind energy development, a non-conventional
source of energy, along with the energy problem in the country, helps to solve many economic as well as
environmental issues. In particular, in the field of alternative energy, less money is spent each year with the
work done. As a result, fossil fuel reserves are limited and do not have a negative impact on global climate
change [2].

Kazakhstan has also voluntarily committed to reducing harmful carbon dioxide emissions to zero by
2050. Kazakhstan has renewable energy sources, including hydropower, wind and solar energy. The number
of implemented renewable energy projects is growing every year [3]. Kazakhstan has the ability to build
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wind turbines. Because the climate is favorable and there are enough areas for wind turbines to have a wind
speed of more than 5 m/s.

Wind turbines serve in energyfield, which deals with the development of theoretical foundations,
methods and technical means of converting wind energy into mechanical, thermal or electrical energy.The
existing types of wind turbines differ in the design of installations, in power, as well as in the speed of
rotation and location of the wind wheel. According to the axis of rotation of the wind wheel, there are two
types: with a horizontal (HAWT) and vertical axis of rotation(VAWT) [4].

For vertical installations, i.e., the axis of rotation is located vertically relative to the earth, for horizontal
installations, the axis of rotation is directed parallel to the axis of the earth. In practice, wind turbines are
increasingly used with a horizontal axis of rotation[5]. In addition, there are other ways to convert wind
energy. For example, the Savonia Rotor wind turbines [6] Bernoulli wind turbine utilizes the dynamic
pressure effect and the Horizontal Flow Rotor [7] utilizes the momentum exchange effect.

This research paper presents a Magnus HAWT. A distinctive feature from other installationsis that the
power elements are in the form of combined blades consisting of a rotating cylinder and a fixed blade.

2. Materials and research method

The aim of the work is to analyze the aerodynamic characteristics of a three-bladed wind turbine
containing combined power elements. Experiments were conducted in a wind tunnel (Figure 1), which are
channels in which an artificial airflow is created using a fan [8]. A wind tunnel is an apparatus that
investigates the phenomena accompanying the rotation of bodies by creating a flow of air or gas for an
experiment. The process when the movement of a body relative to air (or liquid) can be replaced by the
movement of air flowing into a stationary body is the basis of the principle of reversibility of the process,
which is the basis for conducting experiments in a wind tunnel.

To carry out the research work, a model of a wind turbine with combined blades has been developed.
Combined blade operating mechanism - electric motors connected to the cylinders drive the cylindrical
blades into rotational motion under the action of airflow, they rotate the wind wheel along with the fixed
blades. To eliminate physical phenomena such as flow deformation behind the form cylinders of swirling
flow, a fixed blade was added. Figure 1 shows a schematic diagram and an image of the experimental setup
arrangement on the working part of the wind tunnel, where the fixed blade is located at different angles with
respect to the cylinder axis rotation.

\t—;:-;f::—;-:;

a) b)
Fig. 1. A scheme (a) and a photo from the side of the wind turbine model (b) with combined blades:
1-generator, 2-cylinder, 3 - instantaneous blade, 4-mast.

The installation operation principle is based on the creation of a lifting force due to the difference in
pressure on the blades. When a rotating cylinder is streamlined transversely, a reduced pressure is created on
one side of the blade and an increased pressure on the opposite side, resulting in a lift force.

The new wind turbine design has the ability to increase lift by combining two force effects - rotation of
a cylindrical element using the Magnus effect and a fixed blade (Figure 2). The wind wheel has cylinders
that are activated by electric motors and begin to rotate around their axis. When the cylinder rotates, an
additional force arises due to the Magnus effect, which interacts with the fixed blades and causes the entire
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wind wheel to rotate. During the circular motion in the airflow in the upper part of the cylinder, the air flow
velocity and the cylinder surface velocity are equal and add up, which leads to an acceleration of the flow
and an increase in its velocity.

6 /12 6 3 1

7

Fig. 2. The design of the combined blade: 1 - electric motor; 2 - cylinder; 3 - electric motor mount; 4 -
coupling; 5 - connection between cylinder and engine; 6 - bearings; 7 - fixed blade; 8 - blade base.

The process of operation of this device can be explained as follows:

When voltage is applied to the electric motor (1), rotation is transmitted through the coupling (4) to the
axis of rotation (5) and the cylinder (2) mounted on bearings (6). Bearings (6), a fixed blade (7) and an
electric motor mount (3) are fixed to the base (8).

The geometric dimensions of the wind turbine layout are shown in Table 1.

Table 1. Geometric dimensions of the wind turbine layout

Parameter Value
Cylinder length 205 mm
Cylinder diameter 50 mm
The length of the fixed blade 225 mm
Width of the fixed blade 25 mm
Diameter of the wind wheel 450 mm
Mast length 420 mm

The measurement error of aerodynamic forces and their moments is (5-7)%.
3. Calculation of aerodynamic characteristics
The lightweight construction minimizes aerodynamic drag and provides higher wind energy efficiency.

The device starts operating at wind speeds of 3-5 m/s and operates effectively at wind speeds of 8-12 m/s.
The lift coefficient is found by the next formula [9]:

AF, 2F,
CV:T’OrCy:puz-S' (1)
.~ .S
P
And the drag coefficient is determined by the following formula:
2F
szA—lzx,orCX: R 2
u pu”-S
p.7 .S

Here AF, —drag force, [N]; AF, - lift force, [N]; p — air density, [kg/m®]; u- air flow velocity, [m/s]; S

— midsection area, [m?].
As a similarity criterion, the ratio between the inertia force and the viscosity force used to determine is
the Reynolds number:
Re= Y9 ®)
14
where dc — cylinder diameter, [m]; v — kinematic viscosity of air, [m?/s].
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Constant values of density and viscosity were used in laboratory experiments: p=1,21 kg/m?3,
v =1.49x107° m?s, accordingly.

4. Discussion of results

The maquette aerodynamic characteristics such as drag force and lift force of the wind turbine were
determined at flow velocities ranging from 3 m/s to 12 m/s (Figures 3 and 4).

Fdf.N
12

10

U. m's

0 1 2 3 4 E 5} 7 8 9 10 11 12

—#—0 degree —M—15degree —&—30 degree —%—45 degree —@—60 degree

Fig. 3. Dependence of drag force on flow velocity

Figure 3 shows that the drag force also increases with increasing air flow velocity when the fixed blade
is located at different distances relative to the cylinder axis rotation. The reason for the increase of drag force
is that a flow travelling at a certain velocity action on the surface of a body that is exposed in its path. The
magnitude of this force is directly proportional to the flow velocity. The drag force is inversely related to this
action. As the flow velocity increases, the drag force of the investigated wind turbine under the pressure
force also increases. Hence, the drag force increases with increasing airflow velocity. The drag force of the
cylinder is also affected by the number of rotations.

Figure 4 below shows the change in the lifting force of the installation from the flow rate and angle. In
Figure 3, we see an increase in lift force from 0.01-0.2 N to 0.41-1.07 N as the flow velocity increases from
3 m/s to 12 m/s. It can be seen on the graph that when the air flow rate increases, the lifting force decreases
by almost 20-30% with increasing angle.

FILf, N
1,2
1
0,8
0,6
0,4
0,2
0 U, m/s
0 1 2 3 4 5 6 7 8 9 10 11 12

———0 degree ——15degree —&—30degree —@—45 degree —— 60 degree
Fig. 4. Dependence of lift force on flow velocity
The explanation for this is the process of slowing down the flow at the back of the rotating cylinder

[10]. The dependence shows that, at the maximum speed at 12 m/s the lift force is equal to 1.07 N, 0.83 N,
0.62 N, 0.51 N, 0.41 N, further the lift force stabilises, i.e. no increase is observed.
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The nature of the growth of the lines of the obtained results of the dependencies of aerodynamic forces
does not contradict the previous results [11,12]. Compared with the Magnus wind turbine [13], there are
blades in the form of cylinders, the obtained values of the drag force are 1.5 times lower, but the lift values
are 0.7-9 times higher.

The measurement uncertainty was analyzed [14] in order to find the true measurement value, and
measurement errors were calculated (Tables 2).

Table 2. The results of calculating the uncertainty of the drag force.

U, | Arithmet | Uncertainty Uncertainty Total standard Standard Confidence Error
m/s | ic mean by type A by type B uncertainty deviation interval rate, %
3 5.5 +0.01 +0.02 +0.02 0.02 0.02 7.03
5 6.9 +0.01 +0.02 +0.02 0.02 0.02 7.13
7 8.2 +0.02 +0.03 +0.03 0.02 0.02 6.98
9 10.01 +0.01 +0.05 +0.05 0.03 0.03 7.10

12 10.5 +0.01 +0.06 +0.06 0.04 0.05 7.08

Table 3. Results of the calculation of the uncertainty of the lifting force.

U, | Arithmeti | Uncertainty by | Uncertainty by Total standard Standard Confidence Error
m/s | ¢ mean type A type B uncertainty deviation interval rate, %
3 0.2 +0.01 +0.01 +0.01 0.02 0.02 7.01
5 0.4 +0.01 +0.01 +0.01 0.03 0.03 7.04
7 0.6 +0.02 +0.03 +0.03 0.03 0.03 6.96
9 0.9 +0.02 +0.04 +0.04 0.02 0.02 7.07
12 1.05 +0.01 +0.06 +0.06 0.03 0.03 7.10
C: Cx-
0.2 - 3 +—Ddegree
—+—0Odegree /
—m— 15degree 435 o— 15 degree
0.15 A —i&— 30degree 4 k— 30 degree
. —=—45degree 3,5 4 —ea— 45 degres
60 degree 3 A #— 60 degree
0.1 - . 5
[ . T
—
— s . *
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Fig. 4. Dependences of lift coefficient a) and drag force coefficient b) on Reynolds number

As shown in Figures 4a and 4b, when the fixed blade is positioned at an angle of 0 degrees relative to
the cylinder, the optimum values of lift, and at Reynolds number 1-10° are obtained drag force coefficients
equal 0.18 and 4.9. Compared to the other three samples at 15°, 30°, and 45°, at 60°, the combined blade
produces maximum drag force and minimum lift force. Under the influence of rotational movements of the
cylinders, a vortex zone is formed behind the cylinders with a sufficient volume of reverse air flows, and
their dimensions change at the flow rate.
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5. Conclusion

In performing experimental studies to determine the efficiency of a wind turbine with combined blades:

-a wind turbine consisting of three combined blades with a rotating cylinder and a fixed blade was
developed:;

- the lift force and drag force dependence on the velocity when changing the degrees of the fixed blade
has been determined;

-it is established, at the location of the fixed blade at O degrees relative to the cylinder Fd.f.= 10,7 N and
FI.f.= 1,074 N;

- it is established that the values of drag and lift force coefficients depending on the Reynolds number
are optimal at a=0 degrees.
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DIRECT CONTACT RESISTANCE MEASUREMENT DURING
THERMOELECTRIC TESTING
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Abstract. The article analyzes the influence of the contact resistance of the electrodes on the inspection
result. It is shown that as the value of the measuring resistor increases, the permissible value of the contact
resistance of the electrodes with the test sample increases. An indirect method for monitoring contact resistance
has been proposed, which consists of passing a stable high-frequency current through the contact resistance and
measuring the voltage across this resistance. The variation of relative voltage across the measuring resistor with
respect to the total contact resistance has been graphed. The maximum allowable contact resistance has been
determined to ensure that the measured thermoelectric EMF differs from the true value by no more than 10%. The
proposed method allows to measure contact resistance directly in the process of monitoring thermoelectromotive
force.

Keywords: thermoelectromotive force, hot electrode, cold electrode, contact resistance, current
generator, filter, measuring resistor.

1. Introduction

The thermoelectric method is widely used for rapid testing of metals and alloys [1, 2]. It allows to
define the size of the decarburized layer and the quality of heat treatment, to sort supplied rolled metal and
sort finished products by steel grade, to determine the thickness of the steel carburization layer, and to
determine the amount of plastic deformation [3-12]. The thermoelectric dependence of X5CrNil8-10
stainless steel on the magnitude of plastic deformation was studied in [13], and the thermoelectric
characteristics of plastically deformed steels ST3, 08KP AND 12H18N10T were studied in [14].

At the beginning of the 21st century, the thermoelectric method began to be used to test the temperature
of the weld in the friction stir welding process, based on measuring the temperature with a thermocouple
formed by the tool-workpiece connection [15-19]. The thermoelectric method was also used to control the
thermal resistance of the cooling radiator-body of a power semiconductor element system [20]. Another area
of application of the thermoelectric method is the measurement of the Seebeck coefficient of materials and
alloys [21-23]. The thermoelectric method has been successfully applied to inspect the thermal resistance of
a thermal interface and assess the degree of hydrogenation of a titanium alloy [24-27].

To solve problems of thermoelectric testing, several types of thermoelectric testing devices are
currently commercially produced. The ACTTR company from Taiwan produces SETARAM SeebeckPro for
Seebeck coefficient measurement. Linseis Messgeraete GmbH from Germany produces a line-up of Seebeck
coefficient and electrical resistance devices: SR-1, SR-3, etc. NETZSCH from Germany produces SBA 458


https://doi.org/10.31489/2024No2/38-48
mailto:mariyakostina91@mail.ru

Eurasian Physical Technical Journal, 2024, 21, 2(48) Engineering 39

NEMESIS for measuring Seebeck coefficient. The Japanese ULVAC GmbH produces “ZEM-3” for
measuring thermoelectromotive force (thermoEMF) and the Seebeck coefficient. Russian companies produce
OMET, METEK and T-3SP devices.

The time consumed by the thermoelectric method does not exceed 3-5 seconds, which is an advantage
of this method. The small dimensions of thermoelectric flaw detectors and the simple testing technique are
additional advantages of this method [28].

One of the disadvantages of thermoelectric inspection devices is the presence of contact resistance at
the points of connection of the electrodes with the test sample. The magnitude of the contact resistance will
depend on the force of pressing the electrodes to the sample, the angle of inclination of the sensor, and the
distribution of the load over the area of the electrodes [29-30]. This is especially evident during manual
testing, in which it is impossible to ensure the same pressing force and the same deviation of the electrodes
between the normal and the test sample. In addition, the contact resistance will depend on the quality of
preparation of the surface of the electrodes and the tested product, on the presence of an oxide film, etc. In
particular, in it is noted that upon the presence of an oil film on the surface of the electrodes or the test
product, the contact resistance can increase to 100 Q and higher. The influence of contact resistance on the
thermoEMF value was studied in [31]. The authors proposed a way to reduce the contact resistance, which
led to a decrease in the measurement error of thermoEMF. The only device that uses a contact quality
monitoring system is the SBA 458 NEMESIS device from the German company NETZSCH. The authors
also encountered complaints about the manufactured thermoelectric control device “TERMOTEST-1".
Consumers noted low repeatability of results when taking multiple measurements of the same product. The
analysis carried out by the authors showed that the low repeatability of the testing results was caused by high
contact resistance with insufficient pressing force of the measuring electrodes to the test sample.

2. Problem statement

A thermoelectric monitoring device consists of an electronics unit and a sensor, which can be used for
direct or differential measurement of thermoEMF. In the case of direct measurement of thermoEMF, the
sensor consists of two electrodes: hot and cold (Fig. 1.a). For differential measurement of thermoEMF, the
sensor must have two hot electrodes and two cold electrodes (Fig. 1.b).

Sensor

Fig.1. Sensor of a thermoelectric device, a — for direct measurement of thermoEMF, b — for differential
measurement of thermoEMF, 1 — product under test; 2 — hot electrode; 3 — cold electrode; 4 — heater; 5 — standard
sample (reference); G - galvanometer

The equivalent electrical circuit of the sensor for direct measurement of thermoEMF consists of contact
thermoEMF E;: and E,, internal resistances of these thermoEMF R; and R, and contact resistances of each
electrode Rs and R4 (Fig. 2). The current in the circuit (Fig. 2) will be determined by the internal resistance of
the galvanometer, the internal resistances of the thermoEMF sources R: and R», and the contact resistances
Rz and Rq:



40 Eurasian Physical Technical Journal, 2024, 21, 2(48) ISSN 1811-1165; e-ISSN 2413-2179

3 E +E,
R +R,+R,+R,

The internal resistance of thermoEMF sources made of different materials can be in the range from 0.01
to 1 Q. If the total contact resistance Rc= Rz + R4 changes from 0.01 to 100 €, then the thermoEMF source
current will change by several orders. In practice, it is not the current that is measured, but the voltage; for
this, instead of a galvanometer, a precision measuring resistor Ry is used, on which the voltage resulting
from the flow of current is measured. An equivalent circuit for this option is shown in Fig. 3, where E; —
contact EMF of the hot electrode with an inspected sample, E; — contact EMF of the cold electrode with an
inspected sample, Ry — internal resistance of the contact EMF of the hot electrode with the inspected sample,
R, — internal resistance of the contact EMF of the cold electrode with the inspected sample, Rz — contact
resistance of the hot electrode with the inspected sample, R4 — contact resistance of the cold electrode with
the inspected sample, G — galvanometer, R, — total contact resistance, Rrr — measuring resistance.

()
N

3 R4 Rc R ref
i
Y R2 R1 R2
E2
E1 E2
E1
Fig.2. Equivalent electrical circuit of a thermoelectric sensor Fig.3. ThermoEMF measurement circuit

The voltage across the measuring resistor will be determined from the expression:

E, +E,

V= .
"R, +R, +R. R,

The results of calculating the relative change in voltage across the measuring resistor when the total
contact resistance R, changes from 0.1 Q to 10 kQ for three resistances of the measuring resistor Ry are
shown in Fig.4. The internal resistance of the thermoEMF source was taken to be 0.1 Q.

VIV ax Contact resistance
(. S — —_—
0,8

L
206 | - - =01k
T4 T
5 10 k
)
F0,2 -

0 . . . . . ' .

0,01 0,1 1 10 100 1000 10000
R, Q

Fig.4. Dependence of the relative voltage across the measuring resistor on the total contact resistance for three
measuring resistor values
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From Fig. 4 it is clear that if a measuring resistor of 0.1 kQ is used, the measured voltage will be 11%
less than the true one with a 10 Q contact resistance, and the measured voltage will be 50 % less than the true
one with a 100 Q contact resistance. If a 1 kQ measuring resistor is used, then a 10 % decrease in measured
voltage is observed for a 100 € contact resistance, and a 50 % decrease is observed for a 1 k€2 contact
resistance. For a measuring resistance of 10 kQ, a 10 % decrease in measured voltage is observed at a
contact resistance of 1 kQ. The permissible value of contact resistance, at which the measured thermoEMF
value differs from the true value by no more than 10 %, should be no more than 9 Q (measuring resistance
0.1 kQ), 100 Q (measuring resistance 1 k) or 1 k€ (measuring resistance 10 k).

3. Method of Solution

Variations in contact resistance leads to variations in measurement results. To increase the reliability
and repeatability of testing results, a contact resistance monitoring circuit is proposed. To do this, you can
use an indirect method, which consists in measuring the voltage across the contact resistance thanks to the
flow of a stable current. In order to find out the value of the total resistance of the contacts of the electrodes
with the inspected product, a circuit shown in Fig. 5 was proposed.

The current from the generator flows through two circuits: through the measuring resistor Ry and
through series-connected resistors Rc+Ri1+R2. The equivalent load resistance for a stable current generator
will be determined by the expression:

_ Rref ’ (RC + F\)l + RZ)
" R, +R.+R +R,
The results of the calculation using formula 1 of the dependence of the load resistance of the current

generator on the contact resistance for three values of the measuring resistor are shown in Fig. 6. The
following values were used in the calculation: R1+R>= 0.1 Q, Rrer = 0.1 kQ; 1 kQ; 10 kQ.

1)

100000

~ R| ] Q
I L 10000 - --=01k
-==1k
Rc R ref 1000 - 10k -
- — Pz
100 A P
R1 R2 A2 -
10 -
E1 E2 1
R., Q
0,1 T T T
0,01 1 100 10000
Fig.5. E Schematic diagram of the circuit used in the Fig.6. Dependence of the current generator load
indirect measurement of the total contact resistance resistance on contact resistance

As can be seen from Fig. 6, with an increase in contact resistance, the load resistance of the stable
current generator increases. At large values of contact resistance, it tends to the resistance of the measuring
resistor. An increase in the load resistance of the current generator will lead to an increase in the voltage
across the load, which will be determined by Ohm's law:

Rref '(Rc + Rl + Rz)
R, +R. +R +R, '
where 1 is the flowing generator current.

The modeling results of changes in the relative voltage across the load, performed in accordance with
formula 2 for various values of the measuring resistance, are given in Table 1.

V,=IR, =1 )
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Table 1. Simulation results of relative voltage across the load

Rc, KO VL/ VL max

Rret = 0,1 kQ Reet = 1 kQ Rrer = 10 kQ
0,01 0,00111 0,000121 2,19996E-05
0,1 0,002016 0,00022 3,9999E-05
1 0,010989 0,001209 0,000219975
10 0,092652 0,010999 0,002017952
100 0,505252 0,10009 0,019821487
1000 0,918189 0,550022 0,181833801

10000 1 1 1

The graphical dependence of the relative voltage across the current generator load on the contact
resistance is shown in Fig. 7.

129 VIV,

1 4

--=01k
0.8 1 -=--1k
0.6 - —10k
0,4 A )
02 A e
’
. R, Q
0 P e T e = ; i
0,01 01 1 10 100 1000 10000

Fig.7. Dependence of the relative voltage on the load of the current generator on the contact resistance for three
values of the measuring resistor

It is clear in Fig. 7 that if the contact resistance is less than 1 Q, then the relative change in voltage
across the load does not exceed 1% for a 0.1 kQ measuring resistor and decreases by an order of magnitude
for a 1 kQ measuring resistor and by two orders of magnitude for a 10 k€ measuring resistor. Taking into
account the results presented in Fig. 4 for a contact resistance of 9 Q (at Rrer = 0.1 kQ), the relative change in
voltage across the load of the current generator will be 10%, the same change will be for a contact resistance
of 100 Q (at Rrer = 1 kQ) and 1 kQ (at Rrer = 10 kQ).

Connecting the current generator to the electrodes and determining the voltage at the contact resistance
is explained in Fig.8. The current generator produces a sinusoidal current of constant amplitude I,
independent of the load resistance. When this current flows through the measuring resistor, a voltage V.
appears. The same resistor is the load of the thermoEMF source and the voltage Vewr is measured on it.
Since Vemr is a voltage with zero frequency, and V. is a high-frequency voltage, then to separate these
voltages, bandpass and band-stop filters with a resonant frequency equal to the frequency of the current
generator are used.

From the output of the bandpass filter, the voltage is supplied to the amplifier, then to the rectifier, and
to the analog-to-digital converter, from which the binary voltage code is sent to the microcontroller, which
calculates the total contact resistance based on expression (4), after conversion of which we obtain

R — IRref ' (Rl + RZ) _VL(Rl + RZ) _VL Rref (3)

‘ VL - IRref

Taking into account the fact that (Ri+Rz2) << Rref, expression 3 simplifies to the form:
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_ VL Rref =R 1 4
(G IR v T lref IR : ( )
ref — VL ref -1
VL
 d Hot Electrode >
Current Inspected
Generator Specimen
Cold Electrode >
Bandpass Filter [ Amplifier Rectifier ADC

Display Microcontroller

Fig.8. Block diagram of the control unit for the total contact resistance of the electrodes with the inspected product

The terms | and Re in expression (4) are constant quantities, therefore, to calculate the contact
resistance it is necessary to measure only V.. The proposed method allows you to check the value of the total
contact resistance directly in the process of measuring thermoEMF.

4. Experimental Investigation

To conduct experimental studies, a stand was made containing an electronics module connected to a
personal computer, a sensor and software that allows to display the value of thermoEMF and the total contact
resistance (Fig. 9) [32]. The electronics module includes a system for heating and stabilizing the temperature
of the hot electrode, a thermoEMF measurement system and a system for monitoring the total contact
resistance. The measuring resistor in the experimental setup was 100 Q with a tolerance of 1 %.

The hot electrode heating system and temperature stabilization system consist of Temperature Sensor 1,
Temperature Sensor 2, heater, and microcontroller (Fig. 9). Information about the temperature of the hot
electrode comes to the microcontroller from Temperature Sensor 1, and about the temperature of the cold
electrode from Temperature Sensor 2. The microcontroller determines the temperature difference between
the hot and cold electrodes and generates a control action for the heater to maintain the temperature
difference between the hot and cold electrodes of 100 °C.

The total contact resistance monitoring system consists of a high-frequency stable current generator, a
bandpass filter, an amplifier, an AC voltage rectifier, an analog-to-digital converter (ADC2), and a
microcontroller. A stable current generator produces an alternating current that flows through the contact
resistance of the electrodes with the test sample. The voltage resulting from the flow of this current is
isolated by a bandpass filter, amplified, rectified, and converted into a digital code that is sent to the
microcontroller. The value of this voltage is used to determine the total contact resistance in accordance with
formula (4).

The thermoEMF measurement system consists of a band-stop filter for suppressing the variable
component, an amplifier, an analog-to-digital converter (ADC1) and a microcontroller. The voltage taken
from the hot and cold electrodes, after suppressing the alternating component in the band-stop filter, is
amplified, converted into a digital code and supplied to the microcontroller. The received information is
transferred to a personal computer via the USB interface.
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Fig.9. Structural diagram of the experimental installation

The computer software allows to display the obtained data in the form of a graphical dependence and
save it in a separate file. The operator interface consists of two tabs (Fig. 10). The first tab is called “Charts”
and allows to display data received continuously from the experimental setup. The second tab is called
“Settings”. This tab displays control data for the experimental setup (Fig. 11).

The “Charts” tab contains several windows. There is “Sum” at the top left of the window shown in
Fig.10 displays the total thermoEMF value, and “Number of Values” displays the number of values involved
in thermoEMF averaging, and “Average” displays the calculated average thermoEMF value. The next white
box to the right shows the temperature of the hot electrode. The active tab shown in Fig. 10 contains two
graphs. The top graph displays thermoEMF in green and contact resistance in red. Moreover, the scale of the
axis for displaying contact resistance is reduced by 100 times, i.e. The displayed value must be increased by
100 times. The bottom graph displays thermoEMF in green and the temperature of the hot electrode in red,
provided that the contact resistance is less than the set threshold value and the duration of this process is
more than 1 second.

In order to explain the presented values in Fig. 10 and take them as an example, it is important to take
into account that the x-axis of the top graph records time in 10 ms increments. The measurement process
begins at a time corresponding to 2.2 s (count number 220). Until this time, the thermoEMF value is zero and
the contact resistance is 4200 Q, which corresponds to the maximum displayed value. In the reading interval
220...260, fluctuations in contact resistance up to 300 Q are observed, the thermoEMF value is -20 uV. The
calculated value is -18 puV. In the sampling interval of 280...300 and 320...340, the contact resistance is near
zero, however, the measurement process was only 20 readings (200 ms), which is less than 1 second and
therefore this data is not displayed in the lower graphic window. In the sampling interval 370...515, the
contact resistance is about 10 Q, the measurement process was 1.45 seconds. (515-370=145 counts), which is
more than 1 second. and this interval is displayed in the lower window. From the bottom graph it can be seen
that the temperature of the hot electrode is 132 °C, and the thermoEMF is -69 uV. The graph shows a
transient process that takes about 50 ms (counts from 0 to 5).

The “Settings” tab is used to control, manage and test the experimental setup (Fig. 11). The hot
electrode heating system and temperature stabilization system consist of Temperature Sensor 1, Temperature
Sensor 2, heater, and microcontroller (Fig. 9). Information about the temperature of the hot electrode comes
to the microcontroller from Temperature Sensor 1, and about the temperature of the cold electrode from
Temperature Sensor 2. The microcontroller determines the temperature difference between the hot and cold
electrodes and generates a control action for the heater to maintain the temperature difference between the
hot and cold electrodes of 100 °C.



Eurasian Physical Technical Journal, 2024, 21, 2(48) Engineering 45

Sum=58103  MNumberof Values = 116 Averape = 69 132¢ Graph 1 Graph 2 |

0 20 40 60 20 100 120 140 160 180 200 220 240 260 280 300 320 340 350 380 400 420 440 450 480 S00 520 S40 550 580 600 620 640 €60 €30 700 720

o 10 20 30 40 S0 60 70 80 50 160 110 120 130 140

Fig.10. The developed computer software with the “Charts” tab on
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Fig.11. The developed computer software with the “Settings” tab on
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The total contact resistance monitoring system consists of a high-frequency stable current generator, a
bandpass filter, an amplifier, an AC voltage rectifier, an analog-to-digital converter (ADC2), and a
microcontroller. A stable current generator produces an alternating current that flows through the contact
resistance of the electrodes with the test sample. The voltage resulting from the flow of this current is
isolated by a bandpass filter, amplified, rectified, and converted into a digital code that is sent to the
microcontroller. The value of this voltage is used to determine the total contact resistance in accordance with
formula (4).

The thermoEMF measurement system consists of a band-stop filter for suppressing the variable
component, an amplifier, an analog-to-digital converter (ADC1) and a microcontroller. The voltage taken
from the hot and cold electrodes, after suppressing the alternating component in the band-stop filter, is
amplified, converted into a digital code and supplied to the microcontroller. The received information is
transferred to a personal computer via the USB interface.

The “Reset” button allows to set the stand to its original state. The “Version” button allows you to
display the name of the current version of the microcontroller program. The “Get ADC” button is used to
check the operation of the analog-to-digital converter. The “V Supply” box displays supply voltage counts,
whereas the “K temp” box shows a coefficient for calculating the temperature of the hot electrode. In the
“Offset” window, you set the offset of the thermocouple characteristic for measuring the temperature of the
hot electrode. The right window displays data coming from the test bench. The “Settings” tab is used during
the initial setup of the experimental stand.

5. Conclusion

The conducted studies showed the influence of contact resistance on the result of inspection by the
thermoelectric method. A method for monitoring contact resistance has been proposed and investigated,
which consists of measuring the voltage across resistance when current flows from a high-frequency
generator, which makes it possible to measure contact resistance directly in the process of monitoring
thermoEMF.

The accuracy of measuring contact resistance depends on the accuracy of measuring the high-frequency
voltage after rectification, which is determined by the ADC error and the quantization step. Modern
microcontrollers have built-in ADCs, the quantization step of which is 2.5 mV, and the absolute error does
not exceed 2 or 3 least significant digits of the ADC. In addition, the accuracy of the contact resistance
measurement will be affected by the stability of the voltage and current of the high-frequency generator. In
practical implementation, the total error in determining the contact resistance did not exceed 10%. The
proposed method is advisable to use with manual testing devices when it is impossible to ensure the same
pressing force of the sensor to the test sample during repeated measurements. In automated thermoEMF
measurement systems, the clamping force is maintained the same in each measurement cycle and, in this
manner, the potential for encountering this problem is eliminated. In the current case, the existing standards
do not take into account the magnitude of contact resistance and are based on zero contact resistance.
However, in the presence of contact resistance, the result of measuring thermoEMF will depend on the value
of the contact resistance, which must be taken into account.

The proposed approach can provide a significant increase in the reliability of thermoelectric inspection
results through the use of a contact resistance control unit and rejection of results with high contact
resistance. The permissible value of contact resistance depends on the size of the measuring resistor and the
internal resistance of the thermoEMF source. The larger the value of the measuring resistor, the greater the
permissible value of contact resistance. The choice of acceptable value depends on the required accuracy of
thermoEMF measurement. For a measuring resistor with a resistance of 1 kQ, an internal resistance of the
thermoEMF source of 0.1 Q and an allowable value of contact resistance of 10 €, the thermoEMF
measurement error caused by the contact resistance will not exceed 1%.

The proposed system for monitoring contact resistance was implemented in the thermoelectric testing
device “TERMOTEST-2”, where the problem of low repeatability of testing results disappeared. If the
contact resistance is more than 1 Ohm, the measurement result is not displayed on the device indicator and it
is necessary to re-measure. It should be noted that the system for measuring contact resistance can be made
in the form of an autonomous unit, which can be equipped with thermoelectric control devices in operation
and thereby increase the reliability of the measurement results.
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THE PRODUCTIVITY OF URANIUM THROUGH PRELIMINARY
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Abstract. A study was conducted of the effectiveness of methods for increasing the productivity of uranium
through preliminary forecasting. The objective of this study is to analyze and optimized the technological block
currently in production. To analyze the performance of a block or cell different performance indexes are used:
Tracer cut, Tracer in Place, Acid in place. Several scenarios of optimization have been tested using the HYTEC
reactive transport program and modeling the uranium mining process. These scenarios involved new wells and
the impact of “chemical well treatment” that increases the productivity of well. This work focused on improving
the production of block. Three different scenarios were performed. Among the three scenarios, the third produced
the highest amount of uranium 133 tons out of 154 tons of reserves. During optimization it is better to get the right
efficiency value for each well's last trend in the cleaning action excel file. After chemical treatment of the well it
was possible to increase the area where pH<1.85. This shows the importance of optimization and chemical
treatment of the well.

Keywords: uranium mining, in-situ recovery, reactive transport, hytec, forecast, acid in place, tracer in place,
tracer cut, chemical treatment of the well

1. Introduction

About 10% of the world's electricity is generated from uranium in nuclear reactors. This amounts to
over 2500 TWh each year. France gets about 70% of its electricity from uranium [1]. About two-thirds of the
world's production of uranium from mines is from Kazakhstan, Canada and Australia. An increasing amount
of uranium, now over 60%, is produced by ISR (In situ recovery). In 2021, Kazakhstan produced the largest
share of uranium from mines (45% of world supply) [2]. In situ recovery mining has been steadily increasing
its share of the total, mainly due to Kazakhstan, and in 2021 accounted for over 60% of production (32088
tonnes U) [2]. In situ recovery uses a chemical technique to separate the uranium in the Earth's crust from the
surrounding rock, making it a different mining approach from traditional ones. It is possible to employ the
ISR approach without engaging in extensive rock mining. Additionally, ISR costs less and has less of an
impact on the environment and health than the standard way. The movement of liquid as opposed to rock
minimizes surface disturbance [3].

The KATCO mining company is a joint venture between Orano Mining (51%) and Kazakhstan national
mining company Kazatomprom which are the Kazakh and French national nuclear fuel cycle companies,
respectively. It specializes in the in-situ recovery of uranium, in roll-front type formations, with a 4.000 tons
uranium yearly capacity. The mine, located in the Shu Saryssu Bassin - Kazakhstan, exploits the Tortkuduk
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and Moiynkum deposits along a southwest-northeast axis over 40 km in length. It currently operates this
large territory in an acidic way with processing plants connected to the deposit by a well field [4]. ISR
requires modeling because it enables the forecasting of crucial variables and the reservoir's behavior during
the recovery process. This is crucial for weighing the possible risks and rewards of various strategies as well
as for making well-informed decisions concerning the design and implementation of ISR programs. Without
modeling, there is a higher chance of unforeseen results and time and resource waste. Reactive transport
models are built at the block scale using a mix of hydrogeochemical reservoir description and process
identification [5].

2. Theoretical part
2.1 Chemical proccess

Uranium dissolution during acidic leaching is dominated by the oxidation of U(IV) minerals (e.g.,
uraninite UO,, coffinite USiO,) by Fe3* in the bearing solution. The origin of ferric iron is multiple: local
dissolution of gangue minerals (goethite, beidellite), recirculation of Fe3* from the well field, or surface
active regeneration of Fe3* using peroxide or other oxidants. Low pH (typically < 2) is required to allow for
ferric iron mobility [4].

Oxidizing conditions (under acidic conditions) are necessary to dissolved [4]:

U0, + 2H* 4+ 0.50,(aq) < U0,%* + H,0 (1)
USi0, + 2H* + 0.50,(aq) « U0,2* + Si0,(aq) 4+ H,0 (2)
No dioxygen in the reservoir but Fe3* reacts as a good oxidizer and is naturally present [4]:

U0, + 2Fe®* & U0, + 2Fe?* (3)
USiO, + 2Fe3* & U0,** + Si0, + 2Fe?* (4)

Acid consumption: the reaction is controlled by the availability of ferric iron, solubility of uranium (in

which complexation, notably with, SO, can play an important role) and kinetics. Reactions with gangue
minerals are also key, since they can control pH or local sources of ferric iron [6]:

CaC0s; + H* & Ca?* + HCO;~ (5)

(Si3.67A10.47)(All.81F83+O.OSMg0.165)010(OH)Z + 7-32H+
© 0.165Mg?* + 2.28A13* + 0.05Fe3* + 3.67Si0,(aq) + 4.66H,0 (6)

2.2 Porous media flow

The solution flow in porous media is governed by the basic law of underground hydrodynamics,
Darcy’s law:

Ah
Q = KcondA T (7)

Q is the flow rate; A is the cross-section area;; Ah is the pressure drop across length L; K.ong = Kp—f is

the permeability (hydraulic conductivity);

According to Darcy’s equation, the physical properties of during the ISR process considerable changes
to the TDS (total dissolved solids) take place. This is particularly true at the beginning of leaching when the
pore water is replaced by the reactant (acid) solution. Therefore, the physical properties of fluid are variable
[3].

Darcy velocity is written as follows:

Q Ah
u= A Kcond? = —KcongVh (8)
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Continuity equation for non-stationary flow:

(pw)
at

+V-(pu) =0 )
Compressible-transient flow:

oh
Ss Fr V- (KeonaVh) = q (10)

Density-driven flow:

7]
Se5e— V- <£ KeonaV(p + ng)> = pgq (11)

Ss = pgw (Bl —Bs + %) is the storage coefficient; w is the porosity; 8; and B are water and
matrix compressibilities; a is the elasticity; q is the source.

2.3 Reactive transport equation

Transport equation:

22 = V- (D(w, D)Vc — cu) (12)

The solute transport mechanisms considered in the formulation are:

- Advection (due to water phase movement): advection is the transfer of dissolved substances by the
flow of a liquid. The actual filtration velocity is higher than the filtration velocity determined by Darcy’s
law.

- Molecular diffusion; in a porous medium, diffusion processes slow down, because the path of
molecules and ions in the liquid phase increases as a result of their movement through tortuous pore
channels, around individual particles. Molecular diffusion of a dissolved substance in water is described by
Fick's law:

J = —DVc (13)
% _ pv2c (14)
at

- Mechanical dispersion: dispersion is a mixture of two substances. Mechanical dispersion of a
substance is explained by two effects. Molecules or ions of a dissolved substance in a porous medium follow
path of different lengths, due to the structure of the pore space structure, local variability of the filtration
velocity field. Molecular diffusion in the direction of decreasing concentration of the dissolved substance,
branching of motion trajectories.

Diffusion-dispersion equation:

D(w, D) = Dgj¢r + ag,rllull (15)

D is a diffusion coefficient; Dy is @ tensor with the diagonal coefficients oy, ar; of, and o are
longitudinal and transverse dispersivities, usually o, > ar.

The dispersion coefficients allow to quantify the phenomenon of dispersion. It is assumed that they are
proportional to the actual speed of water, such that:

Longitudinal dispersion coefficient:

Dy.[m?/s] = a[m] - u[m/s] (16)

Transverse dispersion coefficient:
Dy[m?/s] = ar[m] - u[m/s] (17)
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2.4 Geochemistry
2.4.1 Reactions at equilibrium. Thermodynamic equilibrium

In an in situ leaching operation, the recovery of uranium is determined by the often very complex
interaction of the physico-chemical, hydro-geological and mineralogical characteristics of the mineralized
level and the chemical kinetics of the leaching solutions used [7].

Chemical reactions are characterized by the global notion of chemical potential p, [9]:

o = (j—fa)P'T'ni (18)
ta = 1°(p, T) + RTIn(A) (19)
uo(p, T) is the standart potential;

A is an activity.

pH is the main indicator for determining the oxidation state. (H*) is the hydrogen ion activity [9]

pH = —log;o(H™) (20)
Oxydation - loss of e™:

U** = US + 2e” (21)
Reduction - gain of e™:

Fe3* + le™ = Fe?* (22)
Mass action law (solubility product):

AB, = A’ + 2B~, Ks = (A?")(B7)? (23)
Saturation Index (SI) of a fluid in relation to a mineral:

SI = log (Az%f_)z) (24)
Precipitation if SI > 0 and dissolution if SI < 0.

2.4.2. Kinetic control

Dissolution/precipitation of mineral M:

D = e, a0 ()" - 1) 25)

A, = A,[M] is the specific surface, [m?/kg] and [1;(4,)%, (4;) is the catalyst if a; > 0 or
inhibitor if a; < 0.
Arrhenius law [10]:

k =Aexp (%) (26)

E, is an apparent activation energy, [J/mol];
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3. Method of research: Performance indicators

The indicator Tracer in Place (TIP) translates the process of invasion by the VR (leaching solution)
fluid. The VR tracer is set-up to be non-reactive with the others elements and has a constant concentration.
Once it is injected, the VR will propagate inside the reservoir and behave like a non-reactive tracer. By
looking at the concentration of VR one can have an idea of where the injection fluid is going. The objective
is that this VR invade all mineralization, in hope that the oxidizer will oxidize the uranium. A high TIP
means a good invasion of the reservoir. This indicator TIP has its limits. Indeed, once the VR is injected it
will replace the water in place from the aquifer. Once this water is removed and replaced by the VR, the TIP
will remain high. The TIP is mainly useful during the acidification process and the first year of production.
After, another indicator called Acid in Place (AIP) will be used. With the TIP you can quickly observe the
problem of injectivity, balance and wrong screen position. The Tracer Cut (TC) is the percent of VR
produced compared to what is injected. This indicator is showing the recovery of the VR fluid and is
indicating whether the well is producing water from the aquifer or VR from the injector. This indicator is
close to the pH but do not consider any geochemical process that may arise on its way.

The Acid in Place (AIP) can observe similar invasion as TIP, but considering the acidification process.
Both injectivity problem and acidification problems can be observed with this indicator. The optimal
condition for dissolution of uranium minerals is under acidic conditions (pH < 1.85). Initially, the pH of the
reservoirs mostly more than 1.85 on block (red zone of the AIP evolution graphs Fig. 1(c), Fig. 3, Fig. 4(c),
Fig. 6(c), Fig. 8). As the acid is injected in the reservoir, pH start decreasing. Over time, part of the reservoir
with a pH less than 1.85 increases. This corresponds to the green zone of the AIP evolution graph. The
yellow zone indicates the percentage of dissolved uranium (Fig. 1(c), Fig. 3, Fig. 4(c), Fig. 6(c), Fig. 8).

Thus, on the AIP evolution graph, the volume of uranium (in red) decreases as the uranium is dissolved,
and the volume of this uranium itself is invaded by the acid (the pH<1.85 region in green of the graphs Fig.
1(c), Fig. 3, Fig. 4(c), Fig. 6(c), Fig. 8). The volume of uranium is interpreted as follows (red zone of the
graphs Fig. 1(c), Fig. 3, Fig. 4(c), Fig. 6(c), Fig. 8):

(Volume U>100ppm); [m?]
(Volume U>100ppm);=; [m3]’

Mineralization pH > 1.85 = i=1,23,.. (28)

(Volume U > 100ppm); is the volume of uranium on i " day; (Volume U > 100ppm);—,is the initial
volume of uranium on 1% day.

The volume of this uranium itself is invaded by the acid is interpreted as follows (green zone of the
graph):

. X 3
Mineralization pH < 1.85 = (Invasion pH<185); [m’]

(Volume U>100ppm);=; [m3]’

i=123,.. (29)

(Invasion pH < 1.85); is the invasion of acid on i " day; The AIP is interpreted as follows (green

curve of the graph):
__ Value ofgreenzone _ (Invasion pH<1.85); [m3] .
AlP = Value ofred zone  (Volume U>100ppm); [m3]’ i=1,23,.. (30)

4. Results and discussions
4.1 Scenario-1: Forecast with last trend

Forecast is long-term planning, one of the main applications of HYTEC [8]. The long-term production
plan's objectives are to balance production by year and disperse production throughout the blocks. The sum
of the active production blocks is used to determine global production. Each block includes a production
curve for the amount of flow and acid. Flowrate options is creating flowrate for forecast by wells. The "last
trend" for the flowrate option was chosen in this research work. Forecast scenario's data is given in the Table
1.

Table 1. Forecast scenarios information

Historical Data 15/03/22-27/06/23 (470 days)
837 days

Forecasting Data 28/06/23-28/06/24 (367 days)
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In the Fig.1. (a) shows a Tracer Cut plotted over time. A higher percentage indicates more solution is
being recovered from the well, and lower indicates more solution is leaving the well through the aquifer. The
historical data shows a steady TC around 79%. The forecast predicts the TC will slowly rise to 92.6% over
time. This data suggests that the well is currently recovering about 79% of the leaching solution injected.
Over time, the model predicts the well will recover more and more of the solution, reaching up to 92.6%.

Tracer Cut (HD+Forecast) Tracer in Place (HD+Forecast)

///i
A

Il

TC{%)
TIP (%)

W Higtorical data| Forecast '_ Historical data| Forecast

Tracer in Place [%]

Acid in Place (HD+Forecast)

Fig.1. Forecast with last trend performance indicators

Fig.1. (b) shows Tracer in Place plotted over time. A higher TIP value means more of the reservoir has
been reached by the solution. The historical data shows a TIP that steadily increases to about 85%. The
forecast predicts the TIP will continue to increase to 91.4%. This data suggests that leaching solution has
reached a large portion of the reservoir according to the model. Over time, the model predicts an even
greater portion of the reservoir will be contacted by the solution. Fig.1. (c) shows AIP evolution.

AIP for the forecast of the block, the red part is 49%. And the green part, ready for production, is 27%.
105.5 tons (Fig.2 (a)) of uranium were produced in 837 days. This is equivalent to 68.5 percent of the 154
tons of initial uranium reserve (Fig.2 (b)).

110 70
- os5{
100- e

90-

U product ()
8

100 200 300 700 800 900

400 500
Time (d)
U product () (Global Production {Historical datal)
U product (1) (Clobal Preduction {Forecast with last trend})

a) b)

Fig.2. Forecast with last trend variables
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5. Optimization

AIP considering the reaction of acid within the reservoir and the acidification process. Both injectivity
problem and acidification problems can be observed with this indicator. The cells Cell_02, Cell _03, Cell
_ 04, Cell _06, Cell _09, Cell _15, Cell _16, Cell _17 did not show a good AIP evolution.

Cell 01 Cell _02 Cell 03
Cell _04 Cell _05 Cell 06

-

Cell 07 Cell 08 Cell 09

Ny

Cell _10 Cell 11 Cell 12

A

Cell _13 Cell _14 Cell _15

S

Cell 16 Cell 17 Cell 18

' . R
- U dissolved [%] Il Mineralization pH > 1.85 [%] - Mineralization pH < 1.85 [%]

0, — extraction rate; O, — time (837 days)

Fig.3. The AIP evolution of each cell



56 Eurasian Physical Technical Journal, 2024, 21, 2(48) ISSN 1811-1165; e-ISSN 2413-2179

There's less green zone and that means less material we can mine (because the green zones have a good
acidity level for mining, below 1.85 pH). If look at Fig. 1(c), you'll see a lot of red in the middle of the green
and yellow zones. This red zone is uranium that hasn't been mined yet (because it's not acidic enough, with a
pH higher than 1.85). So, to improve the mining process, we should focus on these zones with the most red.
We need to improve well productivity by correcting flowrates and by cleaning actions on the well ABF. The
list of cells with low performance and the necessary works to optimize these cells are shown in the Table 2.

Table 2. Table of cells problem cells and required works

Cells Required works
Cell 02; Cell 03; Cell 04; Cell 06; |- To increase flowrates for producer and injector wells;
Cell 09; Cell _15; Cell _16; Cell 17 - ABF

- Connect the well Producer Cell _15 to work.

5.1 Scenario-2: Forecast with ABF-1

Well filters get filled with clogging product this affects the performance of the well. The flowrate
variation is able to the cleaning actions on the well. 3 types are possible: ABF (chemical treatment of the
well); RVR (mechanical cleaning); Redrilling (additional wells). Every three months, the ABF procedure
was carried out. At the end of the simulation the percentage the tracer cut rate following ABF is 91.6%
(Fig.4 (a)). This is slightly lower than for the scenario-1 (92.6%). Fig.4 (b) shows that TIP reached after ABF
94% for forecast, 2.6% better than for the trend scenario-1. After ABF, AIP for the scenario-2 of the block,
the red part is 43.2%. And the green part, ready for production, is 27% (Fig.4 (c)). For good results, the
values of the red and green parts should be close to each other.

Tracer Cut (HD+Forecast with ABF-1) Tracer in Place (HD+Forecast with ABF-1)

/~

7
/

o

TC (96}
TIP (%)

Historical data | Forecast Historical data | Forecast

/(‘

(1

D b)

Acid in place (HD+Forecast with ABF-1)

Forecast

c)

Fig.4. Forecast with ABF-1 performance indicators

In 837 days, 110 tons (Fig.5) of uranium were mined. The outcomes are 5.5 tons better than before
ABF. The first 154 tons of uranium reserve are comparable to 71.6 percent of this.
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Fig.5. Forecast with ABF-1 variables

5.2 Scenario-3: Forecast with ABF-2

A chemical treatment of the well (ABF) was performed with other new data. For each cell, an efficiency
value (flow rate) that closely matched the last trend line was chosen. The planning well Cell_15 was
connected to the work. At the end of the simulation the percentage the tracer cut rate following ABF is 94%
(Fig.6 (a)). Fig.6 (b) shows that TIP reached after ABF-2 94% for forecast. After ABF-2, AIP for the forecast
of the block, the red part is 32%. And the green part, ready for production, is 29% (Fig.6 (c)).

Tracer cut (HD+Forecast with ABF-2)

Tracer in Place (HD+Forecast with ABF-2)
= /’7 S —
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£, £,
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Fig.6. Forecast with ABF-1 performance indicators.

In 837 days, 133.3 tons (Fig.7 (a)) of uranium were mined. The result is 29 tons better than before ABF.
By operating well Cell_15 and changing the efficiency of each well it was possible to increase production by

86.5% (Fig.7 (b)).
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After chemical treatment of the well with ABF-2 it was possible to recover U from all the cells even
those that were identified as problematic in the forecast scenario (Fig.Al, Appendix). This shows the
importance of optimization. In long-term planning, flow rates forecasting is very important. When using
build-in tools to forecast flowrate based on historical data, a manual verification has to be done to be sure
that the results are in line with last trends. The volume of uranium production and the recovery percentage in
the block of all three scenarios are shown in the Table 3. Among the three scenarios, the third produced the
highest amount of uranium 133 tons out of 154 tons of reserves. During optimization it is better to get the
right efficiency value for each well's last trend in the cleaning action excel file.

Table 3. Variables of three scenarios

Historical data Scenario-1 Scenario-2 Scenario-3
U product, [t] 32.7t 1055t 110t 133.3t
U _recovery, [%] 21% 68.5% 71.6% 86.5%

6. Conclusion

This study investigated methods to improve uranium production from block using in-situ recovery.
Three forecast scenarios were evaluated. The results obtained will certainly be of value for future uranium
mining in the technical block (Tortkuduk, KATCO). Thanks to the forecast, we can optimise production,
plan a long-term strategy, reduce risks, and increase efficiency. Predicting potential problems, such as
depletion or declining uranium quality, will help you take steps to minimise them in advance. By optimising
production and planning, it is possible to improve the overall efficiency of uranium exploitation in the block.
The long-term forecast provided in this paper will shorten the operating time of the block. Chemical
treatment (ABF) is crucial for improving uranium recovery. Treatment significantly increased the area with a
favorable pH level (below 1.85) in problematic wells. Flow rate forecasting requires careful consideration.
While historical data provides a basis, manual verification is essential to ensure alignment with recent trends.
Optimization is vital for maximizing production. Selecting the appropriate efficiency values for each well
during cleaning actions significantly enhances uranium output. Overall, this study demonstrates that a

combination of forecasting, well cleaning (ABF), and optimization can substantially increase uranium
production in ISR mining.
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Abstract. The article describes the on-board control-measurement system designed to record the main flight
parameters of a micro-convertiplane type unmanned aerial vehicle and the element base used for this purpose.
The methodology of conducting tests in stationary mode through the on-board control-measurement system was
developed and tests were carried out. The engine's diagnostic check and condition assessment has been performed
using the on-board control-measuring system. The possibility of on-ground check of the micro unmanned aerial
vehicles power elements before and after the flight, as well as the possibility of monitoring the flight events that
may occur in the air during the flight has been shown. The data on the power consumption and temperature of
each engine in the stationary mode, the direction of the aircraft axes and the velocity vector have been recorded
by mean of the developed on-board control-measurement system, as well as time dependence diagrams of the
corresponding parameters have been built in comparative order based on the obtained values. A methodology has
been developed for the diagnostics of the engine operation of the micro-unmanned aerial vehicle before and
during the flight. It has been shown that the temperature, power consumption and number of revolutions of the
engines included in the power system of the aircraft, as well as the aircraft axes and velocity vector direction data
is recorded during the flight, by mean of the on-board control-measurement system designed to collect data on the
flight-technical parameters of the convertiplane-type micro-unmanned aerial vehicles.

Keywords: convertiplane, unmanned aerial vehicles, on-board control-measurement system, accelerometer,
gyroscope, diagnosis, thermometer

1. Introduction

Achievements obtained in aerodynamics, navigation systems, electronics, robotics, information
technologies, etc. have allowed to raise the development of unmanned aerial vehicles (UAV) to a higher
level [1]. The directions of development of UAVs are mainly military, law enforcement, environmental
monitoring, mapping, aerial photography, cargo transportation, film and TV industry and academic research.

Currently, it is very relevant to solve the problems of recording flight, flight-technical and telemetric
data during laboratory and practical flight studies of micro UAVSs, as well as transmitting them to the ground
in real time. Despite the implementation of large-scale works by scientific-research, project-constructor and
specialized companies operating in this direction, no comprehensive solution to the issue in dynamic mode
during flight has been presented.

In order to solve these problems in medium and large UAVs, the required number of sensors and a
centralized on-board recording system (FDR - Flight data recorder) are easily placed on board. Data received
from the aircraft's power, power distribution, inertial navigation and propulsion systems is synchronously
recorded to the permanent memory of the onboard recording system via a central computer, and is used
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during flight evaluation and post-flight diagnostics of aircraft equipment. Some telemetry data (Vhorizontal,
Vvertical, Vwind, Hflight, Tweather, Tflight duration, GPSnumber, Duistance) 1S transmitted in real-time from on-board to the
ground via a radio transmitter in micro UAVSs. This information is received both at the ground control station
and at the operator's display. However, in a convertiplane-type aircraft consisting of four lift engines, no
research study has been found on the solution of a comprehensive approach to the works to be done in order
to record the main flight, flight-technical parameters of each engine during the flight, flight evaluation and
post-flight diagnostics of aircraft equipment, prevent the recurrence of the emergency situation in subsequent
flights [2]. The following refers to flight-technical parameters:

- Iy...Is— current consumed by engines (A);

- Ti...Ts —relevant temperatures of engines (°S);

- RPM;...RPMs — revolution per minute;

- Ai...As3— accelerometer indication;

- G1...G3 — gyroscope indication.

Most of the UAV flight performance characteristics can be determined in the laboratory in stationary

mode, but some of them must be determined only in dynamic mode during flight.

Work objective. Conducting tests in real flight conditions by creating an on-board control-measurement
system to systematically collect information about the flight-technical parameters of the convertiplane-type
UAYV in flight mode ("online").

The collected information serves to increase the reliability and efficiency of the UAV's work, as well as
the safety of flights. Based on the obtained flight data about the power consumption and temperature of each
engine, the direction of the aircraft axes and the velocity vector, it is possible to carry out diagnostics of
technical devices, especially engines and other propulsion elements, to timely detect and control events that
may occur on the UAV’s board during flight.

2. Problem statement

Taking into account the arbitrary direction of the engine thrust vector, a method to increase the
reliability of determining the flight characteristics of a UAV for a given aerodynamic configuration has been
solved in the research work related to the field of experimental aerodynamics [3]. The method of determining
the aerodynamic characteristics of the UAV is based on the measurement of the numerical value of the flight
velocity using hardware and devices during the acceleration of the aircraft.

The parameters of electric drives and controlled movement of a tricopter-type UAV during vertical
take-off and land are described in [4]. Taking into account the requirements of weight and dimensions, the
calculation of the aerodynamic parameters of the UAV has been carried out using the "XFLR5" software.
The lift and drag coefficients of the UAV were determined depending on the angle of attack based on the
"vortex" method, and the influence of the wing profile on the calculated aerodynamic properties has been
analyzed.

The design of an on-board data collection system to calculate the aerodynamic characteristics of the
UAV, which is only possible during free flight, is described in [5]. A functional diagram and algorithm of
operation of the flight parameters recording system are presented. The proposed solutions allow collecting a
large amount of data and increasing the efficiency of the system due to selecting and compressing.

It has been noted that the collected data eliminates the need to test UAV models in wind tubes to
determine their aerodynamic properties, and allows saving money and time spent on developing new models.
It is shown that the frequency of polling-measuring devices is increased to speed up data transmission and
increase the accuracy of measurements during data exchange between system elements. In order to calculate
the aerodynamic characteristics of the UAV through the proposed method, it is noted that the parameters of
the flight trajectory, as well as the linear accelerations and angular velocities that occur during the
movement, are measured with high accuracy. The hardware version of the proposed system for UAVs has
been reviewed in the article.

An on-board recording device for UAVSs is described in [6]. The on-board telemetry data of the UAV is
received, compressed, stored and transmitted to the ground unit via the device during normal operation. It
has been noted that in emergency mode it is possible to control actuators, for example, the parachute release
system, via the control interface.

The structural, aerodynamic, power and weight characteristics of an aircraft-type UAV were
comprehensively studied in, and analytical methods for determining and calculating its aerodynamic
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characteristics have been described [7]. It has noted that one of the important conditions for choosing the
most efficient configuration of the glider is the determination of the aerodynamic characteristics of the UAV
at the initial and design stage. In order to solve this problem, numerical evaluation methods of aerodynamics
are widely used instead of expensive experimental research methods.

The power consumption and temperature of each engine in the aircraft, the direction of the aircraft axes
and the velocity vector data are recorded during the flight via the developed on-board control-measurement
system [8].

3. Experimental technique

Technical support of on-board control-measurement system:

The description of the on-board control-measurement system installed on the convertiplane-type UAV
is described in Fig. 1. The list of modules and elements used in the recording device is given below: ESP32
controllers; 5xACS758 current sensor; 5xFS-CPD02 sensor; 5xDS18B20 digital temperature sensor; IMU
sensor; TTGO T-Display module; microSD card module; FS-i6 “Flysky” ground control console; 12 V to 5
V voltage converter; 3S LiPo type battery [9].

Fig. 1. Convertiplane-type UAV with installed on-board control and measurement system.

4. Results and discussion
4.1 Research in static mode

Necessary supplies and equipment: convertiplane type UAV; ground control console (“Futaba”);
ground monitor; on-board control-measurement system (based on ESP-32 controller); ground control console
of the on-board control-measurement system (“Flysky”); 3S or 4S type battery; 6S type battery; 3 SD
memory cards; video camera or mobile phone; timing device (stopwatch or mobile phone).

Preparation for work

1. A reset memory card is inserted into both ground monitor and on-board control-measurement system.

2. The horizontal position of the UAV is ensured.

3. The position of the 4 lifting blades rotating clockwise and counter-clockwise is changed. At this time,
the rotation of the lift blades presses the glider of the UAV to the ground (no lift is generated).

4. For safety reasons, no blade is attached to the thrust engine.

5. 5 current, 5 temperature, 5 RPM sensors, accelerometer and gyroscope are checked for both presence
and tight fastening in the on-board control-measurement system.

6. The ground monitor is switched on.

7. 6S type battery is connected to the UAV. From this moment on, the telemetry data transmitted from
the flight controller to the ground is displayed on the ground monitor and recorded to the memory card in the
monitor. The following are the telemetry data: - voltage of the battery on board, GPS number, flight altitude,
flight range, horizontal and vertical flight velocities.
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8. First, 4 lift, then 1 thrust engine are activated by remote control.

9. A 3S or 4S type battery is connected to the on-board control-measurement system, from this moment
the flight parameters are recorded to the memory card on it, information about the number of revolutions of
each engine appears on the screen of the system's ground control console ("Flysky™).

10. The information displayed on the screen of the on-board control-measurement system’s ground
control console is recorded in video format. A video camera or mobile phone is used for this purpose, then
the engines are shut down.

11. The system is ready for research.

Research progress

1. The life engines are started and the starting time is recorded.

2. The information about the number of revolutions of the engines, which appears on the screen of the
ground control panel ("Flysky") of the on-board control-measurement system, is recorded by a video camera.

3. Depending on the duration of the study, the engines are rotated at different speeds.

4. Accelerations on 3-axis coordinate systems are performed by moving the laboratory table with the
aircraft attached on it, to the right-left and up-down.

5. The switching to glider mode is performed, and the 5th engine is started, from this moment the
lifting engines are gradually getting shut down.

6. During the study, timelines were recorded sequentially by parameters, all recorded indicators were
archived and studied.

Based on the received data, appropriate timelines were created using the "Excel 2016™ program (Figure
2). It is determined from the diagram that at the start of the engines, the temperature and current consumption
of the 4 engines operating in multicopter mode start to increase proportionally to the number of revolutions
(5-th engine does not work) (Figure 2, a and b). At this time, the power consumption and temperature of
each engine begin to vary proportionally to the received flight information about the direction of the aircraft
axes and velocity vector. It is more obvious from the diagram where the indicators of the accelerometer and
gyroscope change according to the turning moments of the aircraft in the right-left and up-down directions
(Figure 2,d and e).

As described in Figure 2, ¢ - When the UAV switches from the "multicopter” flight mode to the "glider"
flight mode, that is, from the moment the thrust engine is started, the number of revolutions, temperature and
current consumption of the 5th engine begin to increase over time, and the temperature and current
consumption indicators of the lifting engines decrease accordingly, and also the revolutions number of the
engines has a "zero" indicator. At the same time, the accelerometer and gyroscope indicators change
depending on the movement dynamics of the UAV.

The diagram describes that shortly before the end of the experiment, the aircraft switches to the
“multicopter” flight mode, and the indicators for this mode are repeated, as at the beginning of the flight.

The diagram of engine revolutions’ number versus time has been built on the basis of the data recorded
from the screen of the ground control console of the on-board control-measurement system ("Flysky") via a
video camera during the tests.

4.2 Diagnostics of engines

To diagnose the engine, parameters (S1...S4) and (RPM1...RPM4) have been used.

Here:

S1...S4 - is a control signal generated by the flight controller that controls the rotational speed of the four
lift engines accordingly;

RPM;...RPM; - is the number of real revolutions recorded at a given time for each engine.

The configurations obtained from the combinations of control signals applied to them while
maintaining the location of the engines in the glider construction have been used for diagnostics (Figure 3).
In all configurations (I-1V), the position of the inertial sensor (IMU) consisting of a three-axis accelerometer
and a gyroscope and the value of the corresponding signals remained unchanged.

In configuration | described in Figure 3, for a given aircraft, the location of the engines on the glider
and the sequence of distribution of the corresponding control signals in the flight controller is determined by
the manufacturer (programmer).

The other three configurations (lI-1VV) have been used for diagnostic evaluation purposes. In
configuration I, the rotation speed of the 1st front engine was higher than the 2nd one.
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Fig. 2. Timelines built based on the indicators recorded by the on-board measurement system during the tests
conducted in the stationary mode — temperature (°S) a), current (A) b), number of revolutions of the engines (RPM) c),
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However, when the signals from the flight controller to the engines were switched, the rotational speed
of the 1st engine was less than that of the 2nd. In configuration I, the number of revolutions of the 4th engine
was higher than in other cases (Figure 5, a). At the same time, it was observed that the current consumption
(11...14) and temperature indicators (T1...T4), as well as the indicators of the accelerometer and gyroscope
changed according to the number of engine revolutions. (Figure 4, a, b, ¢ and d).
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Then the displacement corresponding to the 2nd, 3rd and 4th configurations was carried out (Figure 3).
During the study, based on the recorded accelerometer and gyroscope indicators (Ax, Ay, Az and Gx, Gy,
Gz) for each configuration, it was found that the horizontal position of the UAV is not ensured. Therefore, in
the combination according to configuration I, the control signal of 4th engine corresponds to a relatively high
number of revolutions.

Getting the corresponding engine to its highest rotational speed when applying this signal sequentially
to the 2nd, 1st, and 3rd engines according to the 2nd, 3rd, and 4th configurations, confirmed once again the
thesis that the horizontal position of the UAV is not ensured (Figure 5, b, ¢ and d). Thus, it was determined
that being different number of revolutions for a given case is not an indication of engine failure.

5. Conclusion

1. For the first time, an on-board control-measurement system has been created in order to
comprehensively record the main flight-technical parameters (11...15, T1...T5, RPM1...RPM5, A1l..A3,
GL1...G3) of the mcro convertiplane-type UAV.

2. Data on the power consumption and temperature of each engine, the direction of the aircraft axes and
the velocity vector have been recorded in the stationary mode by mean of the developed on-board control-
measurement system.

3. Based on the values obtained during the tests, the corresponding parameters versus time diagrams
have been built in comparative order.

4. The on-board measurement system created for the micro-UAV allows for full monitoring of
technical parameters online, which makes it possible to make operational decisions by noting changes in the
situation that may occur on board during the flight.

5. A methodology has been developed for the diagnostics of the engine operation of the micro-
unmanned aerial vehicle before and during the flight.
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Abstract. Wireless Mesh Networks are gaining traction as a solution for delivering reliable connectivity
without centralized infrastructure. They operate through wireless node interconnections, forming self-configuring
networks ideal for scenarios where wired networks are impractical. Routing is crucial in Wireless Mesh Networks
to ensure efficient communication among nodes. However, the suitability of routing algorithms for Wireless Mesh
Network’s topology requires further investigation. This paper proposes an investigation into the effectiveness of
routing algorithms like AODV, DSDV, and OLSR across various Wireless Mesh Networks topologies using NS-3
simulation. It also aims to determine the optimal number of nodes and protocols to maximize throughput and
minimize packet loss within a limited area. Through rigorous NS-3 simulations, the study demonstrates that
AODV, DSDV, and OLSR exhibit differing effectiveness across random, mesh grid, and Fruchterman-Reingold
topologies. These results emphasize the importance of considering topology-specific factors when selecting and
optimizing routing protocols for Wireless Mesh Networks. In summary, Wireless Mesh Networks offer
decentralized connectivity, but the effectiveness of routing algorithms in different topologies remains
understudied. This investigation addresses this gap by evaluating routing algorithms across various topologies,
shedding light on their suitability and performance in Wireless Mesh Networks.

Keywords: Wireless Mesh Networks; Ad hoc On-Demand Distance Vector; Destination Sequenced Distance
Vector; Optimized Link State Routing Protocol; Proactive Routing Protocols; NS-3.

1. Introduction

Wireless Mesh Networks (WMNSs) have become a highly promising technology for providing robust
and reliable connectivity in diverse environments, offering seamless coverage and efficient data
transmission. This network type is distinguished by its self-organizing and self-configuring capabilities,
requiring minimal initial investment for deployment. WMNs demonstrate versatile applicability by
supporting a wide range of applications, including broadband home networks, education, healthcare, building
automation, rescue operations, and military applications [1]. The architecture of a Wireless Mesh Network
(WMN) is structured into three logically organized layers: Mesh Routers (MRs), Mesh Gateways (MGs), and
Mesh Clients (MCs). Within this framework, Mesh Clients (MCs) encompass a variety of devices, including
desktop computers, mobile devices, laptops, and Pocket-PCs, all establishing their connections to the internet
through Mesh Routers (MRs). As intermediaries, Mesh Routers (MRs) are essential for transmitting network
traffic to Mesh Gateways (MGs), which have direct connections to the internet infrastructure [2].
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A crucial factor impacting WMN performance is the routing protocol used to forward data packets
within the network. The dynamic and constantly shifting topology of client nodes significantly challenges the
routing processes in WMNSs. Effective data routing plays a key role in ensuring reliable communication
between nodes, considering the specific features of the network topology. Despite the variety of routing
algorithms available, their applicability in WMN topologies remains an under-researched area [3].

This article presents a study that assesses the performance of routing algorithms across various WMN
topologies, using simulations conducted with the NS-3 modeling environment. Specifically, three routing
protocols are evaluated: Ad hoc On-Demand Distance Vector (AODV), Destination Sequenced Distance
Vector (DSDV), and Optimized Link State Routing Protocol (OLSR). To assess the effectiveness of these
routing algorithms, a set of key routing metrics is considered, including throughput, jitter, time delay, and
packet loss. These metrics play a crucial role for assessing the performance of routing protocols in WMN
topologies. Additionally, this research aims to ascertain the optimal combination of nodes and protocols
within a limited 1x1 km square area to achieve maximum throughput and minimize packet loss. The latest
versions of routing protocols within NS-3.40 were utilized for this research.

The article is organized into five sections. Section Il highlights related work on routing protocols, while
Section Il provides an overview of the selected routing protocols designed for WMNSs, laying the
groundwork for the comparative analysis presented in this study. Section IV is dedicated to different wireless
mesh network topologies, such as random, mesh grid, and Fruchterman-Reingold. Section V showcases and
discusses results, offering insights and interpretations based on the evaluation. Finally, a conclusion is
presented to succinctly summarize the key features and findings of our study.

2. Related works

Rajeev Paulus and colleagues [4] conducted a comparison of the Ad hoc On-Demand Distance Vector
(AODV), DSR, OLSR, and ZRP routing protocols. They utilized QualNet version 6.1 to evaluate the
performance of these protocols based on metrics such as throughput, packet delivery ratio (PDR), average
end-to-end delay, and average jitter. The findings indicated that ZRP exhibited slower speeds and lower
packet delivery success rates compared to other protocols, particularly when encountering changes in pause
time and maximum speed. AODV demonstrated superior performance across all criteria. While DSR
outperformed OLSR and ZRP in terms of speed and packet delivery success, it exhibited the poorest
performance in terms of average jitter and delay. OLSR exhibited the least favorable results for average jitter
and delay, especially when pause times varied. These conclusions offer valuable insights for selecting the
most suitable method when designing and utilizing computer networks.

Samba Sesay and colleagues [5] conducted a survey that examined the performance of DSDV, DSR,
TORA, and AODV using an extended version of the UCB/LBNL network simulator ns-2. The simulation
encompassed a virtual environment measuring 1200 by 300 meters and lasted 600 seconds. The study
focused on several metrics, including throughput, average end-to-end latency, packet delivery ratio, route
acquisition time, and routing overhead. Notably, DSR demonstrated superior performance with lower routing
overhead across all scenarios. Conversely, DSDV showed suboptimal performance, particularly under
conditions of high movement speeds and node density. TORA exhibited excellent performance, especially in
larger networks characterized by high mobility rates and movement speeds. These findings offer valuable
insights into the comparative strengths and weaknesses of these routing protocols in simulated settings.

Charles E. Perkins and colleagues [6] examined the performance of two prominent on-demand routing
protocols, DSR and AODV, in ad hoc networks. Using the Ns-2 network simulator, the study evaluated
various characteristics, including normalized routing load, normalized MAC load (reflecting efficient
wireless medium utilization by data traffic), average end-to-end delay, and packet delivery ratio. The
analysis revealed that DSR exhibited inadequate latency and throughput performance, primarily attributed to
its aggressive caching technique and the absence of mechanisms for managing older routes or ensuring route
freshness in scenarios with multiple choices. These findings contribute to the academic understanding of on-
demand routing protocols in ad hoc networks [6].

Josh Broch and colleagues [7] investigated the performances of DSDV, TORA, DSR, and AODV using
the ns network simulator. The study entailed comparing parameters such as packet delivery, routing
overhead, path optimality, and node movement speed. Despite TORA being identified as the poorest
performer in terms of routing packet overhead, it still succeeded in delivering over 90% of packets in
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scenarios with 10 or 20 sources. AODV demonstrated nearly equivalent performance to DSR across various
mobility rates and movement speeds, effectively achieving its goal of eliminating source routing overhead.

3. Routing protocols

The primary aim of routing in wireless mesh networks (WMNSs) is to establish efficient paths for
transmitting data packets between source and destination nodes within the network. Routing protocols in
WMNSs can be broadly categorized into three types: proactive, reactive, and hybrid, based on their approach
to packet forwarding [8]. Proactive routing protocols, also known as table-driven methods, establish paths to
all accessible destination nodes, regardless of whether they are currently required for data transmission.
These protocols continuously compute routes to all reachable nodes, providing consistent and up-to-date
routing information. The main advantage of proactive protocols lies in nodes quickly acquiring routing
information, enabling rapid pathway establishment [9].

Reactive routing protocols, or on-demand methods, establish routes only when necessary. When a
source node needs a route to a destination node, the route discovery process is initiated. This process
continues until a route is found or until all potential routes are explored without success. In WMNs with
minimal node mobility, reactive routing protocols offer superior scalability despite potential disruptions to
active routes due to node mobility in mobile networks [10]. Hybrid Routing Protocols combine the strengths
of proactive and reactive routing protocols while mitigating their weaknesses to identify optimal routes with
minimal management overhead. This protocol type employs different routing protocols in various segments
of the WMN infrastructure. Reactive protocols are used in the ad hoc network area, while proactive protocols
are implemented in the wireless backbone, ensuring efficient and adaptive routing [11].

This study provides a comprehensive overview of three routing protocols: AODV, DSDV, and OLSR.

The Ad hoc On-Demand Distance Vector (AODV) algorithm facilitates the creation of dynamic, self-
initiating, multihop routes among mobile nodes within an ad hoc network, and operates reactively by
establishing routes only when needed in response to specific communication requests. AODV enables swift
acquisition of routes to new destinations without necessitating the maintenance of routes to inactive
destinations. Furthermore, it enables mobile nodes to promptly adapt to changes in network topology and
respond to link failures [12].

AODV operates without loops, steering clear of the "counting to infinity" issue associated with the
Bellman-Ford algorithm. This ensures rapid convergence in the face of changes in ad hoc network topology,
especially when nodes relocate. In cases of link failures, AODV promptly notifies the affected nodes,
allowing them to invalidate routes associated with the disconnected links [13].

A standout aspect of AODV is how it employs destination sequence numbers for each route entry. The
destination itself generates this sequence number, which gets shared with requesting nodes along with route
details. This clever use of destination sequence numbers guarantees loop-free routing and is easy to
implement. When faced with two route options to a destination, a requesting node must opt for the one with
the highest sequence number [14].

The AODV routing protocol is tailored for mobile ad hoc networks encompassing populations ranging
from tens to thousands of mobile nodes. It can adeptly handle varying mobility rates, spanning from low to
moderate and even relatively high, accommodating diverse levels of data traffic. AODV is specifically
crafted for networks where mutual trust among nodes is established, either through preconfigured keys or a
confirmed absence of malicious intruders [15]. The design of AODV prioritizes minimizing control traffic
dissemination and cutting down on data traffic overhead, aiming to enhance scalability and overall
performance.

The DSDV (Destination-Sequenced Distance Vector) is a proactive protocol that employs the Bellman-
Ford algorithm to compute optimal paths in mobile ad hoc networks (MANETS). Its choice of hop count as
the cost metric reflects the number of hops a packet must traverse to reach its intended destination. Unlike
reactive protocols, DSDV is proactive and maintains a comprehensive routing table encompassing all nodes
within the network, not solely its immediate neighbors [16].

The protocol employs both periodic and trigger-based update mechanisms to disseminate routing
information. However, the inherent nature of periodic updates introduces the potential for routing loops. To
address this concern, DSDV introduces the concept of sequence numbers. Each node independently selects
its sequence number, ensuring incremental values with each periodic update [17]. Notably, these sequence
numbers are always even, a deliberate design choice that simplifies the protocol's operations.
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When a node must send an update for a route that has expired to its neighboring nodes, it increases the
sequence number of the disconnected node by 1. Receivers of these updates check the sequence number; if
it's an odd value, they remove the related entry from the routing table, preventing routing loops.

In the dynamic environment of MANETS, where node mobility can lead to frequent route fluctuations,
DSDV incorporates a settling time mechanism. This feature helps dampen the impact of rapid changes,
contributing to the stability and reliability of the protocol in the face of evolving network topologies. Overall,
DSDV strikes a balance between proactive route maintenance and effective loop prevention, making it a
valuable contender in the realm of mobile ad hoc networking protocols [19-21].

The Optimized Link State Routing Protocol (OLSR) is specifically designed for mobile ad hoc
networks, functioning as a proactive, table-driven protocol [22, 23]. It consistently exchanges topology
information with other nodes in the network. Within OLSR, each node strategically selects a subset of its
neighbors as "multipoint relays" (MPRs). These MPRs play a crucial role in forwarding control traffic,
efficiently disseminating it throughout the network and minimizing required transmissions. MPR nodes carry
a special responsibility in announcing link-state information within the network. OLSR ensures the shortest
path routes to all destinations by mandating that MPR nodes declare link-state information for their selected
MPRs. Any additional available link-state information can be utilized for redundancy purposes [24].

Nodes designated as MPRs periodically broadcast this status in their control messages, signaling their
accessibility to nodes that have designated them as MPRs. In route calculation, MPRs are crucial in
establishing routes from a given node to any destination in the network. They also facilitate efficient flooding
of control messages across the network [25]. OLSR adopts a cautious approach in MPR selection, picking
from one-hop neighbors with bidirectional, symmetric connections. This guarantees that the chosen route
through MPRs avoids problems associated with data packet transfer over unidirectional links, such as the
absence of link-layer acknowledgments for data packets at each hop, particularly in link-layer
implementations utilizing unicast traffic [26].

4. Topologies

Topology in wireless networks refers to the physical or logical structure, organization, and distribution
of nodes and connections. The topology defines how devices connect and communicate with each other
within a WMN. There are various types of WMN topologies such as random, mesh grid, and Reingold,
which we discussed further [27].

Random topology refers to the structural configuration or arrangement of elements within a system or
network that lacks a specific pattern or predetermined organization. In different contexts such as network
theory, graph theory, or complex systems analysis, a random topology suggests that the connections between
components or nodes are formed based on a probabilistic or stochastic process, rather than being
systematically arranged or structured according to a defined rule or pattern. For example, in a random
network topology, nodes might relate to a certain probability, leading to a heterogeneous and often
unpredictable network structure. This contrasts with regular or ordered topologies where connections follow
specific rules or patterns, such as in a grid or lattice network. Random topology often exhibits properties
such as high variability, robustness, and resilience to certain types of failures or attacks due to its lack of
centralized organization [28]. Below, in Figure 1, a random network is constructed and subsequently utilized
in the investigation of routing algorithms in Section V.

In wireless mesh networks, the mesh grid topology refers to a structured arrangement where network
nodes are organized in a grid-like fashion. Each node typically communicates with its immediate neighbors,
forming a dense mesh of interconnected nodes. Mesh grid topologies can be easily scaled by adding more
nodes in a systematic grid pattern, allowing for efficient expansion of network coverage. The structured
nature of the mesh grid topology enhances network reliability, as multiple redundant paths are available for
data transmission. If one path fails, alternative routes can be quickly utilized, minimizing disruptions in
communication. Due to the proximity of neighboring nodes, data transmission within a mesh grid network
tends to have low latency, making it suitable for applications requiring real-time communication, such as
video streaming or online gaming. The predictable arrangement of nodes in a mesh grid topology simplifies
network planning and deployment. Nodes can be strategically positioned to optimize coverage and
connectivity. Mesh grid topologies ensure uniform coverage across the network area, minimizing dead zones
and ensuring consistent signal strength throughout the deployment area. However, mesh grid topologies
often require a fixed infrastructure to support the grid layout, such as poles or buildings for node placement.
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Fig.1. Random topology, where a) 4x4 (16 nodes); b) 5x5 (25 nodes); ¢) 6x6 (36 nodes); d) 7x7 (49 nodes); €)
8x8 (64 nodes).(1)

This dependency on infrastructure can limit the flexibility of deployment in certain environments. In
densely populated areas or environments with high wireless interference, the proximity of nodes in a mesh
grid topology may lead to increased interference levels, affecting network performance. Deploying a mesh
grid network with many nodes can be costly, both in terms of equipment and installation, especially when
compared to more ad-hoc or decentralized topologies [29]. Below, in Figure 2, a mesh grid network is
created and then employed in the examination of routing algorithms in Section V.
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Fig.2. Mesh grid topology, where a) 4x4 (16 nodes); b) 5x5 (25 nodes); c) 6x6 (36 nodes);
d) 7x7 (49 nodes); €) 8x8 (64 nodes). (2)

The "Fruchterman-Reingold” topology, named after its creators, Thomas M. J. Fruchterman and
Edward M. Reingold, is a specific type of layout algorithm commonly used in graph visualization. While it is
not a typical mesh network topology like random or grid, it can be applied within the context of WMN for
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organizing and visualizing node placements. In the Fruchterman-Reingold algorithm, nodes in a network are
represented as points in a two-dimensional space, and edges between nodes are represented as lines. The
algorithm simulates a physical system where nodes repel each other and edges act as springs, resulting in an
equilibrium configuration where nodes are evenly spaced, and edges have minimal overlap. This topology is
particularly useful for visualizing and understanding the structure of complex networks, including wireless
mesh networks, as it tends to arrange nodes in a way that reveals underlying patterns and relationships.
However, in practical implementations of wireless mesh networks, the Fruchterman-Reingold topology may
not directly dictate the network's operational layout. Instead, it can serve as a tool for network designers and
administrators to visualize and analyze network structures, aiding in optimization, troubleshooting, and
planning [30]. In Figure 3 below, a topology is generated using the Fruchterman-Reingold force-directed
algorithm and subsequently utilized for examining routing algorithms in Section V.
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In wireless mesh networks, different topologies, such as random, mesh grid, and Fruchterman-Reingold,
can be utilized with various routing algorithms to optimize network performance. Each topology offers
unique advantages and challenges that can be leveraged with specific algorithms to enhance data
transmission, minimize latency, and improve network reliability.

5. Simulation results and discussion

In this section, we will conduct a comparative analysis of the operational effectiveness of the three
routing protocols—AODV, DSDV, and OLSR—in diverse wireless mesh network topologies.

In our simulations, we employed the IEEE 802.11p standard and the Two Ray Ground Propagation
Loss Model. The IEEE 802.11p is a sanctioned amendment to the IEEE 802.11 standard, designed to
facilitate wireless access in vehicular environments (WAVE). The Two Ray Ground Propagation Loss
Model takes into account both the direct path and a ground reflection path. The received power at a distance t
is determined using equation (1).

P(d) = Pl @
where, ht and hr are the heights of the transmit and receive antennas.

Our evaluation of these 4 routing protocols mentioned above will be based on metrics such as
throughput, time delay, and packet loss, providing a comprehensive assessment of their performance and
suitability for WMNSs. To gauge the impact of node quantity on the performance of these routing protocols,
simulations were executed using NS-3.40 (ver3.14.1) on the Ubuntu 22.04 LTS platform. The simulation
parameters are presented in Table 1.
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Table 1. Simulation parameters

Network simulator NS-3.40 (ver3.14.1)

Channel type Wireless channel

Propagation model Friis Propagation Loss Model
Network interface type Phy/Wireless Phy

Mac type Mac/802.11ac

Interface Queue type Drop Tail/PriQueue

Link layer type LL

Antenna Model Single Antenna

Traffic type CBR

Transport protocol UDP

Simulation time 50s

Packet size 1024

Simulation area 1000m*1000m

Mobility model Constant

Adhoc protocols OLSR version Pre-0.9.9, AODVv2, DSDV
Number of nodes in Random, MeshGrid and Fruchterman-Reingold | 16, 25, 36, 49, 64
force-directed algorithm topologies

A) Throughput
The results of the throughput measurement reflect the amount of data efficiently transmitted over the
network over time. The throughput is determined using equation (2).

Throughput = (3, successfully receiver bits / Time of simulation x 1024) (2)

Figure 4 shows the throughput achieved by the AODV routing algorithm in various WMN topologies.
The random and Reingold topology configurations demonstrate superior throughput when the optimal
number of nodes is 50. These findings underscore their efficacy within the experimental context, suggesting
a higher level of efficiency and reliability compared to mesh grid topology. In figure 5 OLSR routing
algorithm achieves higher throughput when the optimal number of nodes is 50 in random topology compared
to mesh grid and Reingold topologies, highlighting the efficacy of random topology in facilitating higher
data transmission.
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Fig.4. Throughput for AODV routing algorithm (4) ) ) )
Fig.5. Throughput for OLSR routing algorithm (5)

In the following figure 6 DSDV routing algorithm exhibits superior performance in Reingold and
Random topologies when the optimal number of nodes is 50 compared to mesh grid topology, indicating
higher throughput speeds.
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B) Packet loss. Packet loss represents the proportion of data packets that do not reach their designated
destination owing to diverse factors like network congestion or link breakdowns. The Packet loss is
determined using equation (3).

Packet Lost = (), Packets send by sources — Y, Packets successfully received) 3

Figure 7 demonstrates the packet loss rates encountered with the AODV routing algorithm for each
topology. It was found that packet loss reduction is observed in mesh grid topology when the number of
nodes is 50 compared with two other topologies. Figure 8 illustrates the packet loss rates experienced with
the OLSR routing algorithm for each topology. It was discovered that there is a decrease in packet loss in the
random topology when the optimal number of nodes is 50, compared to the other two topologies.
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Figure 9 illustrates the packet loss rates observed with each topology. It was found that Reingold and
random topologies for the DSDV routing algorithm consistently had the lowest packet loss rates across all
tested scenarios. The optimal number of nodes at which the lowest packet loss was achieved was 50.
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C) Time delay. Time delay refers to the time it takes for data packets to move from the sender to the
receiver. The Time delay is determined using equation (4).

Time delay = |EndTime; — StartTime;| 4)

where, EndTime; is the time that packet i was sent by the source, is received successfully by the
destination and StartTime; is the time of starting to send packet i by the source. Figure 10 illustrates the time
delay experienced by data packets when using the AODV routing algorithm for various topologies. When the
optimal number of nodes is 60, both random and Reingold topologies exhibit the lowest time delay. Figure
11 depicts the time delay encountered by data packets when employing the OLSR routing algorithm across
different topologies. In Figure 11, it is observable that with an increasing number of nodes, the time delay
diminishes. When the optimal number of nodes is 60, random topologies demonstrate the lowest time delay
compared to others.
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Fig.10. Time delay for AODV routing algorithm (10) Fig.11. Time delay for OLSR routing algorithm (11)

Figure 12 illustrates the time delay experienced by data packets when utilizing the DSDV routing
algorithm across various topologies. It can be observed in Figure 11 that as the number of nodes increases,
the time delay decreases. At the optimal number of 60 nodes, random and Reingold topologies exhibit the
lowest time delay compared to others.
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D) Jitter. Jitter is the variation in the delay of received packets in a network. Jitter can occur due to
network congestion, routing changes, or varying packet arrival times. Jitter is determined using equation (5).

Jitter = |(Diz1 — D) — (Sig1 — S| )

where, S; is the time when packet i was sent from the source, and D; is the time when it was received by
the destination. Figure 13 illustrates the jitter experienced by data packets when utilizing the DSDV routing
algorithm across various topologies. In the graph shown in Figure 13, it is noted that as the number of nodes
in the network rises, the jitter decreases, indicating more consistent data transmission. This indicates that the
mesh grid topology is more efficient when using the AODV routing algorithm compared to other topologies,
especially when the optimal number of nodes is 60. Figure 14 depicts the jitter experienced by data packets
when using the OLSR routing algorithm across different topologies. In Figure 14, the observed jitter values
indicate the advantages of using the OLSR routing algorithm in mesh grid and Reingold topologies
compared to random topology.
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Figure 15 illustrates the jitter encountered by data packets when employing the DSDV routing
algorithm across various topologies. The graph depicted in Figure 15 suggests that for the DSDV routing
algorithm, the mesh grid topology is more effective compared to the other two topologies.
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Based on the analysis of throughput, jitter, time delay, and packet loss across various topologies, the
following conclusions can be drawn about the suitability of different routing algorithms. For the AODV
routing algorithm, the mesh grid topology appears to be the most suitable, as it offers reduced packet loss
and stable data transmission, especially with around 60 nodes. For the OLSR routing algorithm, the random
topology performs better in terms of throughput and time delay with around 50 to 60 nodes. For the DSDV
routing algorithm, both random and Reingold topologies show promising results across various metrics,
particularly with around 50 to 60 nodes.

6. Conclusion

In summary, this study aimed to assess the efficacy of AODV, DSDV, and OLSR routing algorithms
across diverse Wireless Mesh Network (WMN) topologies using simulations in the NS-3 environment.
Through extensive analysis, valuable insights into the performance of these protocols in different scenarios
were gained. Initially, it was noted that the mesh grid topology proves optimal for the AODV routing
algorithm, especially with approximately 60 nodes, offering minimized packet loss and stable data
transmission, thus ensuring reliable network communication. Additionally, the OLSR routing algorithm
exhibited superior performance in random topologies, particularly with around 50 to 60 nodes, demonstrating
higher throughput and reduced time delay compared to other configurations. This underscores the
effectiveness of random topologies in facilitating efficient data transmission. Lastly, for the DSDV routing
algorithm, both random and Reingold topologies showed promising outcomes across various metrics,
particularly with approximately 50 to 60 nodes, featuring lower packet loss rates and efficient data
transmission, thus making them viable choices for deploying DSDV routing in WMNs.

The study provides valuable insights into the suitability of routing algorithms across different WMN
topologies, offering guidance for network designers and administrators in optimizing network performance
and reliability. Further research in this area can lead to advancements in routing protocols and network
design, ultimately enhancing the functionality and efficiency of Wireless Mesh Networks in diverse
applications and environments.
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Abstract. Noise pollution from construction activities affects both workers and nearby residents. This study
proposes a new method for localizing noise sources on construction sites. The method uses a radial microphone
array and an algorithm based on the highest signal direction intersections. Simulations show this approach can
identify noise source locations with relatively decent accuracy. The method localized noise sources within an area
of about 180 m? with an average uncertainty of 6 % for single-spot sources. The uncertainties for multiple-spot
sources, particularly two-spot sources, were 83.2 % and 6.1 %, depending on the size and number of sources.
These results highlight the method's accuracy and its sensitivity to site conditions. Our approach offers lower
computational needs compared to existing solutions. Future work will focus on the refinement of the algorithm
and integration of 10T technologies for real-time monitoring.

Keywords: construction noise, sound source localization, radial microphone array, highest signal direction, sound
monitoring, acoustic mapping, signal processing.

1. Introduction

The construction process is one of the causes of noise pollution in settlements that to a certain
level affect the quality of life of residents [1]. The construction noise may cause stress, mental state
discomfort, exhaustion, sleeping disturbance, or insomnia [2]. It has a greater impact on
construction workers than on the general population or nearby residents [3]. Hearing problems have
become a common occupational disease among construction workers [4]. [5] states that there are
four main factors influencing the occurrence of noise pollution in construction sites: use of heavy
machinery (excavator, bulldozer, cranes, loaders, and pile drivers); communication in raised tones;
construction activities (piling, welding, banging, hammering); and vehicles. The maximum number
of employees in the survey conducted by [5] agreed that construction noise pollution is mainly
caused by heavy machinery. Each type of work requires different tools and equipment, which leads
to the mixing of different types of noise [2], and potential resonances with levels exceeded. Thus,
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the permissible sound pressure levels (SPLs) regulated in the CIS should not exceed those given in

[6].

Violations related to noise in Kazakhstan are regulated by the Administrative Offences Code, which
stipulates that the disturbance of peace from 22:00 to 9:00 on weekdays and from 23:00 to 10:00 on
weekends and public holidays, as well as noise unrelated to urgent necessity that disrupts normal rest and
peace of individuals, results in fines: 5 monthly calculation indices (MCI) for individuals, 20 for small
businesses or non-profit organizations, 30 for medium-sized businesses, and 100 for large businesses (1 MCI
= 3692 KZT as of 01.01.2024) [7]. 1t must be recognized that compliance with noise regulations not only
contributes to human health and well-being but also maintains the ecological balance of urban and suburban
environments.

Various measures can now be used on construction sites to prevent a breach of silence, including the
use of sound-measuring instruments and monitoring systems. Table 1 below provides a comparison of
various existing solutions, including commercial and those presented in recent research studies.

Table 1. Comparison of existing sound measuring and monitoring systems.

Features GM1356 [8] | EM2030P Cirrus AQBot [11] | ASMS | NOMOS | HMAS | CSLF
[9] Invictus [10] [12] [13] [14] [15]
Type Instrument System System System System System System | System
Status Commercial | Commercial | Commercial | Commercial | Prototype | Prototype | Prototype | Prototyp
e
Sensing unit Yes Yes Yes No Yes Yes Yes Yes
portability
Autonomous No Yes Yes Yes Yes Yes Yes No
operation
Weather- Yes Yes Yes Yes No No Yes No
resistant
Realtime No Yes Yes Yes Yes Yes Yes Yes
monitoring
Remote No Yes Yes Yes Yes Yes Yes No
monitoring
Threshold No No Yes Yes Yes Yes Yes No
alarms
Data No Yes No Yes Yes Yes Yes Yes
synchronization
Fixed sensing Yes Yes Yes Yes Yes Yes No Yes
position
Noise Yes Yes Yes Yes Yes Yes No Yes
distraction-free
Integration of No No No Yes Yes Yes No No
loT
Reporting No Yes No Yes Yes Yes No No
capability
Wireless data No Yes No Yes Yes Yes Yes No
transmission
Microphone No No No No No No Yes Yes
array
Direction No No No No No No Yes No
recognition
Single source No No No No No No Yes Yes
localization
Multisource No No No No No No No Yes
localization
Spatial noise No No No No No No No Yes
mapping

The comparison of considered solutions shows that the commercial solutions disable noise source
direction recognition, localization, and spatial mapping, for both single and multiple source cases [8-11].
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They also do not have a microphone array, which complicates the integration of localization algorithms. The
majority of the commercial solutions are not integrated with 10T, which limits simultaneous data
synchronization, remote storage, and processing. The latter is partially resolved by [12-13]. However, their
prototypes are not weatherable, as well as do not apply any source localization strategies.

The solution namely HMAS by [14] used SEVD-MUSIC and iGSVD-MUSIC localization methods and
evaluated their pros and cons. However, its circular visualization tool based on azimuth and elevation angles
enables only the recognition of sound source direction by color map, disabling the spatial mapping of both
single and multiple sources.

[15] proposed a solution called CSLF that is specialized for construction sites. CSLF does have not as
many features as HMAS, but a more comprehensive localization algorithm that enables spatial localization
and mapping of multiple noise sources. Its algorithm is a combination of TDOA [16], GCC-PHAT [17], and
triangulation. The spatial localization in CSLF was possible due to an array comprising equally distanced
microphones connected by cables. However, such an array has limitations in detecting sound sources beyond
their canvas. This means that a lot of cables will be needed to cover the entire construction site, and the
connection can fail at times if the cables accidentally get crushed by machinery. Moreover, the algorithm
makes lots of iterations to get closer to the sources’ real locations, which necessitates additional
computational power to achieve better approximation accuracy.

It turned out that the solutions discussed above do not cover the needs of effective construction noise
monitoring and are not able to spatially localize sources with less computational power. To overcome the
shortcomings of existing solutions this study aims to design a radial microphone array (RMA) along with the
sound source localization (SSL) algorithm, based on highest signal direction (HSD) intersections. The
feasibility of the proposed approaches was studied by simulation and statistically analyzed.

2. Methods
2.1 SSL based on HSD intersections

We assume that the HSD intersections from microphones of the array installed on the corners of a
construction site may form polygons delineating potential sources with the centroids representing the next-
to-source point, or at least an intersection representing the same. To test this assumption this study proposes
a radial array of 7 microphones with the central one in line with the corner bisector of the construction site

(Fig. 1).

Tk 4
i ‘\ P 5 3
" 4 6 22.5° 1 22.5° 2
un ' 22.5D 'X_“ T # 22'50
Centroid ) 5 22 50 . 2250 i
T gk T A .
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Fig. 1. Array of 7 microphones at the corners of the construction site for SSL

The inter-microphone angles in the proposed array are 22.5°, all comprising a straight angle of 180°.
Such a concept helps to cover the construction site’s inner corners of any size representing both acute and
obtuse angles.

The positions and orientations of microphones in a 2D space help formulate the following linear
equation describing the highest signal directions:

yi = ki x; + by, 1)
where i is an ordinal number of the construction site’s corner; y and x are variables equivalent to the SPL and
microphone position in the abscissa axis, respectively; k is a slope of the HSD; b is the y-intercept, which is
the point where the HSD crosses the y-axis. Determination of k and b are explained in [18].

Each HSD intersection coordinate may be defined by equalizing the expressions obtained by Equation
(1) for each corner:

Yi = Yis1, OT Ky X; + by = ki1 " Xiyq + biga, (2)
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where x; = x;,1 since they are common for the intersected lines.

The centroid coordinates may be defined as the arithmetic mean of HSD intersection coordinates:

1

Xm = ;Z?:lxii ©)
1

Ym = ;Zf;l Vi 4

where n is a number of HSD intersection clusters; m is a number of potential sources.
2.2 Decay-based SPL

In [19] was assumed that in an unobstructed homogeneous medium, the sound decay (D) occurs
uniformly, i.e., D is constant. It is also known that point sound propagates spherically around its source if
there is no reverberation [20]. Therefore, when the source is located within the construction site, the
measured sound values at its corners (Lp) represent the decayed SPLs at different distances (Fig. 2).

Fig. 2. Scheme of spherical sound propagation on the construction site:
d1, d, ds, ds, ds — distances from the source to five corners of the construction site

Figure 2 above presents the spherical propagation of the point sound source and the distances from it to
the corners of the construction site. The following equation may be used to define the SPL decay, based on
the spherical propagation of the sound discussed above:

D,, = Lpjy, ~Lp

| (5)
dit1—d;

where i is the ordinal number of the measured point (e.g., corner of construction site); d is a distance
between source and the microphone array. In other words, SPL measured at different corners of the
construction site will be parameters of the sound source at different distances from it. Therefore, the SPL at
the sound source Lp_ (dB) can be calculated as follows:

Lp,, = Lp, + Dy - d; (6)
The combination of Equations (5) and (6) gives the following:
Lp. .—Lp.

It is important to note that the proposed equation does not consider environmental constraints.
2.3 Proximity-based SPL

The nature of sound propagation [21] provides an equation for finding the sound value at one point
along its path given the sound value at another point:

d
L = LP 1 - 20 loglo d_i, (8)

Pd, d
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where Lp i@ is the known SPL at the first point along the sound propagation path (usually measured
data or equipment supplier data); Lpdzis the unknown sound pressure value at the second point,

farther from the source; d: is the distance from the source to the first point; d> is the distance from
the source to the second point.

We now consider the reverse equation to find SPL at a distance d; from the sound source given the SPL
at a distance d (farther from the source than d.). This helps deriving the Lp , :

d
L = LP ) + 20 loglod_i (9)

Pdq d

The calculations using Equations (8) and (9) help assuming that if the sound pressure value is 50 dB at a
distance of 10 m from the sound source, then the sound pressure value will be 30 dB at a distance of 100 m.
Suppose d; is very close to the sound source, for example, at a distance of 0.1 m.

The maximum approximate value at the sound source can be found by substituting 0.1 m into Equation
(18). However, the calculation yields a negative value, -10 dB, which is inappropriate. Moreover, if d; is
assumed to be 0.001 m, then the sound pressure value (the assumed value at the source) will be equal to -50
dB, which is also inappropriate on one hand and significantly different from the value of Lpd1 atdi; =0.1m

on the other hand. This approach is not suitable for finding the sound pressure at the sound source. However,
while logical, it may contribute to finding an optimal solution. For example, by considering the limits of
functions as the distance approaches zero (d; — 0).

3. Results and discussion

Figure 3 below shows the results of the simulation for single-spot sound sources to check the feasibility
of the proposed SSL algorithm based on HSD intersections. The simulation was performed in Excel.
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Fig. 3. The single-spot sound source simulation results

From Figure 3 is seen that the construction site (marked with bold line) is arranged on a simulated space
referenced to the Cartesian system [18], with dimensions of 100 by 100 m. The microphone arrays (marked
with gradient-color circles) were set on their corners. After numerous iterations, a total of 50 potential
sources (marked with a plus-sign) were irregularly distributed on a random spot covering about 180 m2. Such
a scenario was chosen to associate with the real situation on the construction site. Examples include masonry
work on a similar spot, where distinctive noises may occur over a short period. These sounds can include the
operation of a crane delivering brick blocks, the use of an angle grinder for cutting and sanding bricks, or
masonry workers communicating in raised voices.
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The simulation showed that for the chosen spot the highest signal directions (marked with a grey line)
were stable forming an irregular pentagonal polygon. Its centroid (marked with red point) coordinates
[43.504; 73.146] were expectedly located in the vicinity of potential sources. The Boxplot diagram in Figure
3 shows that the potential sources were spread in the ranges of 38-53 m and 67-79 m along the X and Y axes,
respectively, forming a kind of cluster. The variability of the spread was characterized by the estimation of
Standard Deviation (SD) for both X and Y coordinates, which yielded 4.06 and 3.15 m, respectively. The
mean coordinates [44.30; 73.08] of the cluster were also depicted in the Boxplot.

Evaluation of the algorithm incorporated such measures of descriptive statistics, as SD, Variance (i.e.,
Dispersion), and Range. The scatter of values for each of these measures on the X and Y axes was calculated
to obtain their coverage areas (Fig. 4).
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Fig. 4. The scatter analysis

Figure 4 shows the zoomed-in view of the studied spot, where it can be seen that the centroid is close to
the mean source, the coordinates of which were estimated as the arithmetic mean of the coordinates of all
potential sources. The distance between the centroid and the mean source is 0.8 m. The area of the circle
described by this distance (radius) was taken as a target area, which is roughly 2.01 m2. To assess the
uncertainty (%) of the proposed algorithm, the ratios of this target area to the coverage areas derived from
the scatter of statistical measures were calculated. The uncertainties amounted to 15.7, 1.1, and 1.2 %,
respectively With coverage areas of SD, Variance, and Range being 12.8, 180, and 163.52 m2. The average
uncertainty amounted to 6 %.

Figure 5 shows the results of the simulation for the case of multiple-spot sound sources, in particular,
two spots were considered in the same space. Both spots were iteratively filled with 50 potential sources.
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Fig. 5. The two-spot sound sources simulation results
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Figure 5 shows that the size of spot 1 is almost twice as wide as spot 2. Such a scenario may often occur
in reality when construction works are carried out simultaneously on several spots, and the size of the spots
may vary considerably. For the considered case our algorithm consistently produced intersections of HSDs
with the 2-4 microphone arrays resulting in a triangle, and a single intersection resulted by 1 and 5 arrays.
The coordinates of centroids were [69.657; 62.083] and [41.41; 34.19] for the triangle and intersection,
respectively.

Figure 6 presents Boxplots for both considered spots.
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Fig. 6. The boxplots for two spots of sound sources

Boxplots above show the distribution ranges for X and Y coordinates of 57-82 and 60-74 for spot 1, as
well as 34-49 and 28-39 for spot 2, respectively. The mean coordinates of the spots are [68.68; 66.42] and
[40.96; 33.68], correspondingly. The distance between centroids to the means amounted to 4.45 and 0.68 m,
which in turn define the target areas of 62.08 and 1.45 m?, accordingly. The coverage areas of SD, Variance,
and Range amounted to 768.78, 350.00, and 27.73 m? for spot 1, and 85.67, 165.00, and 9.26 m? for spot 2.
The corresponding uncertainties amounted to 8.1, 17.7, and 223.9 % for spot 1, and 1.7, 0.9, and 15.7 % for
spot 2. The average uncertainties for the spots amounted to 83.2 and 6.1 %, showing a large difference. Such
a difference is rather related to the influence of the area covered by the construction processes. The influence
of too many (fifty) simultaneously appearing sound sources should not go unnoticed either. This suggests the
importance of considering each case and duration of noise separately.

The proposed SSL method based on RMA and HSD intersections offers significant advancements.
Unlike GM1356 [8] and EM2030P [9], our method enables identifying noise source directions. It also
supports spatial noise mapping, unlike Cirrus Invictus [10] and AQBot [11]. The use of a radial array reduces
cabling needs and enhances detection accuracy compared to CSLF [15]. Additionally, our algorithm requires
less computational power than HMAS [14] while maintaining decent accuracy. These improvements make
our method more effective for managing noise pollution on construction sites.

4. Conclusion

This study developed an effective method for localizing noise sources on construction sites using a
radial microphone array (RMA) and a sound source localization (SSL) algorithm based on the highest signal
direction (HSD) intersections. Our simulations demonstrated the feasibility of this approach, forming stable
polygons for accurate noise source localization. The potential noise sources were clustered within 180 m?,
with centroid coordinates [43.504; 73.146] and an average uncertainty of 6% for single-spot sources. The
algorithm produced centroids at [69.657; 62.083] and [41.41; 34.19], with uncertainties of 83.2% and 6.1%,
respectively For multiple-spot sources. These results highlight the algorithm's effectiveness and the influence
of field size and noise source number. The proposed RMA and SSL algorithm significantly improves over
existing commercial solutions, offering accurate noise source localization with lower computational power.
This can enhance noise management on construction sites, improving health and safety for workers and
reducing noise pollution in nearby communities. Future work will aim to refine the algorithm, reduce
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uncertainties, and integrate 10T technologies for real-time, remote monitoring, and data synchronization,
increasing the system's practical utility and effectiveness.
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Abstract. The distribution of dark matter in four low surface brightness spiral galaxies is studied using two
models within the scalar field theory of dark matter, an alternative to the cold dark matter paradigm. The first
model is a Bose-Einstein condensate, in which bosons occupy the ground state at zero temperature. The second
model includes finite temperature corrections to the scalar field potential, which allows the introduction of excited
states. A nonlinear least squares approximation method is used to determine the free parameters of the models,
including scale radius, characteristic (central) density and total mass, based on observational data of rotation
curves. Quantitative analysis shows the importance of considering finite temperatures at the galactic level. In
addition, the two models are compared with results from widely used and accepted phenomenological dark matter
profiles such as the isothermal sphere, Navarro-Frank-White and Burkert profiles. The reliability of each model
was assessed based on the Bayesian information criterion of completeness. Statistical analysis provides
meaningful interpretation of the choice of a particular profile. Ultimately, this study contributes to a better
understanding of the distribution of dark matter in low surface brightness spiral galaxies by shedding light on the
performance of scalar field models compared to traditional phenomenological profiles.

Keywords: scalar field, dark matter, Bose-Einstein condensate, galaxy rotation curves.

1. Introduction

The presence of dark matter (DM) in the Universe is firmly confirmed by extensive observational data.
Initially, the concept of DM emerged as a solution accounting for the rotation curves of spiral galaxies, the
velocity dispersions observed within galaxy clusters, and the measured mass-to-light ratios in individual
galaxies as well as in clusters of galaxies [1-3]. Afterwards, its importance became increasingly evident in
interpreting a variety of astrophysical and cosmological phenomena, such as gravitational lensing, the
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presence of acoustic baryonic oscillations, the power spectrum of galaxies, and0 the formation of cosmic
structures in the early Universe [4-5]. The widely known model for DM is the Cold Dark Matter (CDM)
paradigm which demonstrated remarkable success in reproduction and explanation of many cosmic
phenomena on cosmological scales [6-7]. Nevertheless, it encounters several notable challenges and
shortcomings when applied to the galactic and sub-galactic levels [8].

Namely, among them:

— the cusp-core problem, arising as CDM model predicts that DM halos should have a density profile
with a central “cusp” (a steep increase in density toward the center), whereas observations of galaxies often
suggest a “core” (a relatively flat density profile);

— the redundant presence of substructures as predicted by N-body numerical simulations, which
significantly exceed the observed values.

There exist different candidates for DM, but in this work, we will examine the Scalar Field Dark Matter
(SFDM) as this model provides a naturally emerging solution to the CDM problems mentioned above.
Unlike many other DM models that require the existence of new particles or forces beyond those in the
Standard Model of particle physics, SFDM relies on a simple and elegant concept — a scalar field (SF).

The central idea suggesting that dark matter is a spin-0 SF forming Bose-Einstein condensate (BEC)
“drops” was first considered in [9] and independently in [10-12]. Indeed, this model may admit various
specific properties studied by different authors. In the literature, it is also appeared as fuzzy DM [13], wave
DM [14], Bose-Einstein condensate DM [15]. In the framework of SFDM, it is possible to account for
temperatures (see Sec. 1). In the present paper, we focus on manifestation of SFDM properties on galactic
level. The issue of dark matter distribution in galaxies is primarily concerned with halo regions and is linked
to the rotation curves (RC) of galaxies obtained from observations. The aim of this work is to explore the
consistency of the two SFDM models by comparing the rotation curves of four representative Low Surface
Brightness spiral galaxies without involving the baryonic component and taking into account the internal
galaxies' structure. To achieve this, we perform nonlinear fitting procedure and employ a statistical tool - the
Bayesian Information Criterion (BIC) to estimate the goodness of the fit.

On the other hand, for comparison we consider well-corroborated phenomenological profiles, which are
widely exploited in the literature: Navarro-Frenk-White (NFW), Burkert profiles and Isothermal sphere
(ISO). These profiles have been proposed as parametrized functions that can fit numerical simulations and
observations fairly well, regardless the underlying theories or theoretical motivation. The model parameters
for each of these profiles are the scale radius r, and the DM density at galaxy center p, .

The article is organized as follows. In Sec. 2, we describe the features of two specified SFDM models.
In Sec. 3, the methods necessary for carrying the fitting procedure are presented. Sec. 4 introduces the major
results of the paper. In Sec. 5, conclusion remarks are reported.

2. Dark matter models: fundamental and phenomenological
2.1 Haloes at zero-temperatures

Bosons at zero temperature are studied in many works. Since almost all bosons occupy the ground state
at temperatures close to absolute zero, the behavior of the haloes can be effectively described using the
principles of Bose-Einstein condensation (BEC). Employing the Bogolyubov approximation [16], which is a
method commonly used in the study of quantum systems, allows for a classical mean-field representation of
the ground state of the SFDM haloes. This approach simplifies the analysis by neglecting the contribution of
excited states, thereby focusing solely on the dominant ground state configurations.

Bohmer and Harko [15] utilized the Thomas-Fermi limit, where the self-interactions of the SF play a

prominent role in the SFDM potential. This limit simplifies the analysis by allowing the mass term ~ D to
be disregarded and the potential is expressed in the form V (®) ~ Ad*, where A is the coupling constant.
Using this limit, the authors derived the solution of equation describing the single static BEC:

V2 p(r) +k?p(r) =0, (1
where p(I) is the DM density distribution, K is the parameter. The solution is:
sin(kr
p()=p, I, @)

kr
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with p, = p(0) being the central density. The above solution has a condition for a bound halo radius R given
by ©(R) =0 in order to obviate non-physical negative densities. Hence, one gets K = 7/ R . The radius of
the BEC halo is given by expression:

h’a
R=rx|—, 3
”«mea 3)

consisting of fixed values, where 7 is the reduced Plank's constant, G is the gravitational constant, m is the

boson's mass, @ is the scattering length. Eq. (3) is linked to the coupling constant via A = Azh*alm.
2.2 Finite-temperature haloes

The study [17] introduced a scenario where the scalar field (SF) operates under conditions of finite
temperature. The authors considered a self-interacting spin-0 real SF immersed in a thermal bath (i.e. a
medium or reservoir of particles that are in thermal equilibrium) at temperature T . The SF potential is
written in the following form [18]:

2
V(@)= —tme? + 1wt L mZore, &)
2 4 8 90
in the units where the speed of light ¢=1, the Boltzmann constant k; =1and 7 =1. The first term

corresponds to the mass term, the second term represents the repulsive self-interaction, the third term
describes the interaction of the field with the thermal bath, and the last term accounts for the influence of the
thermal bath alone.

It was shown that early dark matter (DM) haloes were formed after the growth in SF fluctuations
occurring after the spontancous symmetry breaking (SSB) of the system [19]. The equilibrium temperatures
of these haloes vary depending on when each halo forms.

Since galactic halos are well described by Newtonian dynamics, an exact analytic solution for SF can be
found in the limit of weak gravitational field regime. Finally, the analytical solution, in the weak field
regime, is presented as a linear combination:

[sinkn T
p()=3p4 {%} : ®)

where | =1,2,3,...is the number of exited states, required to fit the distribution; pg = p'(0) is the central
density of a single state, and the scale of the SF configuration is determined due to the condition p’(R)=0,
ie. K J-R = jzr . This density has a naturally occurring core. Consequently, the overall solution allows for a
configuration beyond a completely condensed system, and the potential adjusted for finite temperature
suggests the presence of separate excitation states ] as solutions to the perturbation equation of the SF. This

indicates that the bosons are distributed thermally among both ground and excited states at higher energy
levels.

2.3 Phenomenological models

Here we review some basic models widely exploited in the literature.
The NFW profile [20] was introduced after stacking numerous halos in order to fit the data of N-body
simulations within the CDM model. It is given by

_ Po
PO = Ty ) ©

The Burkert profile [21] which firstly was proposed in the attempt to determine the density law that best
fit the measured rotation curves of dwarf galaxies, which are known to be dominated by DM, has the
following form:

Po
r)= .
A= e ()

(7
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The ISO profile [22] has been employed in the context of galactic dynamics, particularly in explaining
the flat rotation curves observed in spiral galaxies. It is expressed as:

_ £o
p(r)_1+(r/r0)2' ®

These models along with the two SF models will be employed to analyze DM distribution in the LSB
galaxies.

3. Methods

The galaxy RC is a measure of how the rotational velocity of objects in a galaxy changes with their
distance from the galactic center. Since the Newtonian dynamics is sufficient at the galactic level, rotational

velocity V (I) is represented by:
V(r):\/rﬁz\/GM(r), )
or r

where ¢(r) is the gravitational potential corresponding to the mass distribution M (r) Each profile

generates a particular RC and hence yields corresponding DM mass distributions that can be calculated by
integration of density:

M(r) =4z [ r"p(r)dr" (10)
Thereby, taking Eqgs. (2) and (5) one obtains the mass profile

4 .
M (r) = 70,T [sm(kr) —cos(kr)j,

k? kr
(1)
for haloes with zero temperatures, and
sin(2k.r
M(r):ZMFZZ’;p;r g SN0 | (12)
] 7K 2k;r

for finite temperatures haloes with M ; being the total mass of state J.

It should be noted, that in numerical computations/analyses the mass is expressed in the units of solar
mass (M) and the radial distance is in kilo-parsecs (kpc).

After establishing the mass and velocity profiles, the next step is to perform fitting procedure. In this
work, we employ the Levenberg-Marquardt nonlinear least squares method [23-24]. The calibration is based

on observational data including measurements of radial velocity. After that, an objective function y°

representing the squared differences between observed V, °®s and expected V (I) velocities describing each

profile is created:

N Vobs _V 2
Feg ), 03
1= Oy,

where N is the number of data points, G\?tf is their corresponding errors. The key to the approach is to

minimize this objective function by iteratively modifying the model parameters. This will guarantee the best
possible fit, since the process systematically reduces the discrepancies between the model and the observed
data, leading to an accurate and reliable representation of the galaxy's RC. The "best fit" in this context
means that the model parameters have been chosen such that the divergence between the observed data and
the model's predictions is minimized.

In this context, models fitted to the same data set can be compared quantitatively using the Bayesian
Information Criterion (BIC):

BIC= 4’ +pInN, (14)
where P is the number of free model parameters. A better trade-off between model fit and simplicity is
demonstrated by lower BIC values increasing the benefits of the model.
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4. Results

In this section we present the results of fitting procedure for 4 LSB spiral galaxies - NGC 1560, NGC
1003, NGC 3741, NGC 6503, the observational data points of which are taken from the SPARC database
(Spitzer Photometry and Accurate Rotation Curves) [25]. In comparison to high surface brightness galaxies,
LSB galaxies are thought to contain a higher proportion of DM relative to visible matter. This fact allows one
to neglect the baryonic component in the galaxy structure and adopt the total mass M, , approximately equal
to the DM mass My,, (M, = M, ).

Primarily, we compare two SFDM models, declared by Eqgs. (2) and (5), to estimate quantitatively how
the influence of finite temperature effects affects the consistency of the models with the observations. In the
case of the BEC SFDM nprofile, fitting analysis provides two free parameters: the halo radius R and the
central density p,, imposing the ground state only ( j =1). At the same time, for the mSFDM model three
free parameters are required: as we take two states, the central density of each state should be ensured
(finally, we have R, p(i) , p(f ). It is worth mentioning, that the combination of states (1, ] ) differs from one

galaxy to another and is selected manually until the best correspondence with observations is achieved. The
numerical outcomes are presented in Table 1 and in Fig. 1.

Table 1. Fitting parameters for 4 LSB galaxies within the SFDM models.

Profile I, ] R, kpc o Pl M, <p>, BIC | ABIC
10340 | g5 | 1Mo | 49-20
ne3 e3 pc
NGC 1560
BEC SFDM 1 8.37 23.36 - 0.87 3.52 199.9 80.0
mSFDM 1,3 12.46 8.86 33.88 1.04 1.28 119.9 -
NGC 1003
BEC SFDM 1 15.15 16.03 - 7.08 4.87 195.3 124.7
mSFDM 1,4 4291 0.79 24.69 8.27 0.25 70.6 -
NGC 3741
BEC SFDM 1 6.66 16.88 - 0.33 2.69 105.8 60.5
mSFDM 1,6 8.69 7.97 85.44 0.35 1.27 453 -
NGC 6503
BEC SFDM 1 5.68 15.47 - 7.30 9.53 161.9 45.0
mSFDM 1,3 13.70 26.74 964.65 7.41 6.87 116.9 -

For both models, the total mass M
substituting the fitting parameters into the Eqgs. (11) and (12). The average density < p > is obtained through

ot 1s computed using the last data point of the distance by

the standard density definition, dividing the total mass M, _, by the volume enclosed within the

tot
corresponding distance. It should be noted, that a third (forth, and so on) exited state might be added to the
analysis, however it is not necessary, as the introduction of only two states is enough for the whole
procedure.

As mentioned before, the model that has the lowest BIC, say BIC , is regarded as the best-suited

model. When compared to other models, the difference ABIC = BIC - BIC, certifies the statistical evidence

supporting the reference model as the best-fitting one. In particular, the case ABIC € [0,2] shows a weak
evidence, the case ABIC € [3,6] shows a mild evidence, and the case ABIC > 6 shows a strong evidence.
For all considered galaxies, mSFDM model demonstrates lower values of BIC, indicating that this
model is more suitable to represent DM. Moreover, from Fig. 1 one can see that RCs for mSFDM model
reveal better concordance with observational data in comparison to BEC SFDM. Notably, for one galaxy

(NGC 6503), the best fit is reached with two exited states only (i =2, j =7), while for the rest galaxies
(NGC 1560, NGC 1003, NGC 3741) the ground state ( ] =1) is present. In addition to SFDM models, we
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carried out the fitting procedure for phenomenological profiles: NFW, Burkert and ISO to assess the contrast
between them and to be convinced whether mSFDM is a reliable alternative for DM representation.

- 120
80}
100}
60}
= _ 8ot
T T
£ 40 1 g 60
= z
>
> sl
20} — mSFDM | — mSFDM
— BEC SFDM 20f — BEC SFDM |
0-| 1 i 1 i 1 0 i i I I L
0 2 4 6 8 10 0 5 10 15 20 25 30
rkpe) r(kpe)
(a) NGC 1560 (b) NGC 1003
50t
40}
30}
£
=
> 20} ]
— mSFDM — mSFDM
1or — BEC SFDM 1 20 — BEC SFDM |
1] ] 0 s - - -
0 1 2 3 4 5 6 7 0 5 10 15 20 25
r(kpc) r(kpc)
(c) NGC 3741 (d) NGC 6503

Fig.1. Rotation curves of LSB galaxies for the two SFDM models: black dots represent the observational data with their
error bars, the green solid curve corresponds to the BEC SFDM, the red solid curve - to the mSFDM

In Table 2, the fitting parameters (scale radius I, and central (characteristic) density o) are shown.
The total mass M,
that here values of ABIC are calculated with respect to mSFDM being the reference model with BIC=BIC

=[119.9, 70.6, 45.3, 116.9] for NGC 1560, NGC 1003, NGC 3751, NGC 6503 galaxies, correspondingly.
When comparing the values of BIC in Tables 2 and 1, it is clearly seen that, in cases of all considered
galaxies, they consistently emerge as the lowest for mSFDM model.

Values of ABIC demonstrate strong evidence for mSFDM model to be preferable over
phenomenological models with two exceptions: for NGC 3741 NFW profile yields ABIC=5.7, indicating
the mild evidence, and for NGC 6503 ISO profile gives A BIC=0.5, implying that it provides fit as well as
mSFDM. Meanwhile, for NGC 1560, NGC 1003 and NGC 1560 the phenomenological models display
lower BIC values in comparison to BEC SFDM. However, for NGC 6503 the highest BIC shows the Burkert
profile. This emphasizes the importance of the choice of DM model to the specific characteristics of each
galaxy, as different systems may demand different representations of DM distribution.

Based on graphical representation of fitting results (Fig.2), mSFDM model is able to reproduce the
wiggles in observed RCs, in contrast to phenomenological ones. This possibility is crucial for understanding
the dynamics of galaxies and provides a significant advantage to mSFDM model.

and the average density < p > are calculated in the same way as in the Table 1. Note,
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Table 2. Fitting parameters for 4 LSB galaxies within the phenomenological models.

k Po> Mtot > < p;l’
Profile Iy, kpe 10-3 M_G; 101M, 10-6 _(2 BIC ABIC
pc pc
NGC 1560
NFW 21.06 2.12 0.12 5.19 151.2 31.3
Burkert 3.23 4.73 0.01 0.59 159.2 39.3
ISO 1.84 4.61 1.63 68.3 150.9 31.0
NGC 1003
NFW 15.11 4.55 0.13 0.12 151.3 80.7
Burkert 6.58 23.35 0.06 5.52 173.9 103.3
ISO 2.07 57.99 9.41 8.12 145.5 74.9
NGC 3741
NFW 15.17 1.52 0.04 2.63 51.0 5.7
Burkert 2.29 37.49 0.004 0.29 88.5 43.2
ISO 1.15 43.16 0.51 3.52 83.9 38.6
NGC 6503
NFW 3.57 95.82 0.04 7.86 145.8 28.9
Burkert 2.09 296.16 0.03 5.33 174.6 57.7
ISO 0.16 98.68 7.56 13.9 117.4 0.5
120
80
100
60 _. 80
x —— mSFDM = mSFDM
> — NFW > 40 — NFW
20 — Burkert — Burkert
~— lsothermal 20 —— Isothermal
of! . . . . . 0 ) ) ) ) ‘ )
0 2 4 6 8 10 0 5 10 15 20 25 30
r(kpe) r(kpe)
(a) NGC 1560 (b) NGC 1003
50
40 _
IU! IW
530 £ w0 — mSFOM
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—— Burkert —— Burkert
10 —— Isothermal 20 —— |sothermal
0 : : 0
0 1 2 3 4 5 6 7 0 5 10 15 20 25
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(c) NGC 3741 (d) NGC 6503

Fig.2. Rotation curves of LSB galaxies for mSFDM and three phenomenological (NFW, Burkert, ISO) models
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5. Conclusion

In this work, we have analyzed four LSB spiral galaxies (range of sizes ~7—30 kpc) within the
framework of two SFDM models regardless of the impact of baryonic component and internal structure of
galaxies. First one, the so-called BEC SFDM, implies the system of bosons in the ground state and at zero-
temperature in the Thomas-Fermi limit. Second one, mSFDM, is the model with finite temperature
corrections which lead to taking into consideration exited states of bosons. We performed the fitting
procedure to constrain the free models' parameters and to estimate which model is more preferable and
consistent with observations. The mSFDM with lower values of BIC for all considered galaxies proved to be
better representation model for DM. To further verify the appropriateness of mSFDM model, we compared it
with NFW, Burkert and ISO profiles as representative examples of phenomenological framework. For each
galaxy, mSFDM provides better results keeping the lowest values of BIC and showing the excellent
agreement with observations. The mSFDM model incorporates finite temperature effects and allows for
multistate occupation of bosons, which are particularly relevant in scenarios where thermal effects cannot be
ignored. This is expected to be the case in certain early-universe conditions or in environments with
significant thermal history affecting dark matter distribution.

Within this article, we did not conduct a detailed analysis and comparison between phenomenological
models themselves, since related work was done in several papers (see, for example, [26-30]).

Nevertheless, in case of NGC 1560 and NGC 6503 there are some data points not covered even by
mSFDM, suggesting the need for further analysis. An additional numerical analysis is required to examine
the influence of baryonic matter as well as including into consideration the inner structure of galaxies.
Besides, more galaxies should be analyzed, to estimate the degree of applicability mSFDM model within the
wide range of galaxies. Moreover, it would be interesting to examine the SFDM models in Milky Way and
Andromeda galaxies, following the methodology described in [31-33].
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Abstract. The cyclic properties of solar-geomagnetic activity and global surface temperature have been
investigated using trend, frequency and time-frequency analyses. Results reveal that on decadal-to-centennial
timescales, low-frequency cycles in the half-century (~49 to 56 years per cycle) and Gleisberg (~99 to 114 years
per cycle) range run in the background of the Schwabe (~9 to 11 years per cycle) as the dominant cycle of solar-
geomagnetic activity. The only dominant cycle in the global surface temperature series is the half-century cycle
and suggests a possible causal link between it and solar-geomagnetic activity phenomena. Evolution of the
amplitudes of the cycles is such that the Schwabe and Gleisberg periods have increased in power from the
beginning of the series until the mid-20th century after which they declined. The half-century cycle decreased in
amplitude after 1800 to the present. For geomagnetic activity, the amplitude of Gleisberg cycle increased from the
beginning of the series around 2000 while the amplitudes of Schwabe and half-century cycles declined within the
same interval, except the Schwabe cycle which amplitude increased rapidly after 1980 to the present. For the
global surface temperature, the amplitudes of Gleisberg and half-century cycles have continuously increased from
the beginning of the series while Schwabe cycle oscillates with very low amplitudes until 1980 after which it
increased slightly. Evolution of the amplitudes of cycles of solar-gemagnetic activity suggests a recovery from
Maunder Minimum and decline into a grand epsode most likely to be a minimum.

Keywords: geomagnetic activity, solar activity, low-frequency cycle, grand episode, spectral power, global wavelet
power.

1. Introduction

It is now known that the time series of solar and geomagnetic activities as well as climate phenomena
are inherently characterized by multiple periodicities buried in noise, which may include the effects of
interactions and nonlinearities. Detection and estimation of periodic components in forcing signals require
the application of techniques that could eliminate or suppress the noisy background. Several techniques have
been applied to study the periodic properties of the time series of solar activity, geomagnetic activity and
climate change phenomena, using different proxies and on different temporal scales. Among such techniques
include filtering to test for the existence of multiple periodicities and reveal trends of varying degrees and
resolution of cyclicity of the forcing signals [1,2], frequency analysis based on spectral methods [3], deep
learning and predictive models using neural network [4-6] and time-frequency analysis based on wavelet
methods [7-9] and so on. Solar activity, characterized by variations in solar irradiance and sunspot numbers,
follows an approximately 11-year cycle known as the solar cycle. Geomagnetic activity, influenced by solar
wind and coronal mass ejections, is often quantified by indices such as the Ap and Kp indices. Both solar and
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geomagnetic activities have been hypothesized to affect Earth's climate, but the extent and mechanisms of
this influence remain subjects of ongoing research.

The arguments concerning climate change, and in particular the recent climate warming, are based on
observations and predictions in terms of time and frequency of occurrences. For this purpose, wavelet
analysis has been extensively explored. For solar and geomagnetic activities, once the dominant cycles have
been revealed, their effects on and possible causal relationship to climate time series may become evident.

How and to what extent the evolution of temporal structures of solar-geomagnetic activity and climate
interaction have contributed to the recently observed climate warming forms the basis of this study. The
essence is to examine the cycles inherent in their temporal variability with a view to revealing the time-
frequency patterns in the structures and how they may relate to and help to predict the near-future climate
scenarios.

2. Data and Methods of Analysis

(i) Solar activity proxy comprised the annual mean sunspot number (Rz) (1700-2020), obtained from
World Data  Centre (WDC), Sunspot Index and Long-term  Solar  Observations,
http://www.sidc.be/silso/datafiles.

(i1)) Geomagnetic activity proxy was characterised by antipodal activity (aa) index (1868-2020),
obtained from NASA website at https://omniweb.gsfc.nasa.gov/form/dx1.html.

(iii) Global Surface Temperature Anomaly (dT) (HadCRUTS) and HadSST3 (1850-2023) obtained
from Met Office Hadley Centre, https://www.metoffice.gov.uk/hadobs/hadcrut5/data/current/download.html

Time-series analyses comprising filtering, smoothing, trending, regression and curve fitting were
performed on the relevant time series. The cyclic variabilities inherent in trends of the relevant phenomena
were studied.

Spectral analysis derived from Fast Fourier Transforms (FFT) was performed to determine the strength
of the cycles and establish the cyclic relationships among the phenomena under consideration.

To reveal the evolution of cycles in time and frequency of solar-geomagnetic activity and global surface
temperature, time-frequency analysis using the continuous wavelet transforms was performed. The mother

wavelet represents a family of functions [10] and is given as:
t-7

Y(©sr = = (5) )

N

where s, T € R; s # 0; s, T are scaling (dilation or contraction) and translation (shifting) factors respectively
1

while —= is for the normalisation of energy across the different scales.

Vs
The computation of continuous wavelet coefficients is based on eqn. 2:
Yo g e L[ (t-
W(s,r) = || iy ((TT) 6t> )

)
where N is the time series length and |%| is the normalization parameter of the wavelet function[10] and

was obtained by dilating or contracting the wavelet scale, s and translating along localized time position, .
Wavelet coefficients describe the contribution of the scale s to the time series x(t) at different time position 7.

In this study, the continuous wavelet transformation was performed using Morlet wavelet as the
analyzing wavelet [11] and is expressed as:

— —\2
" (t;_f) _ g teioo(5) o (5) /2 3)
where w is the wave number and is taken to be 6.0 in this case.
The wavelet spectral power P (s, T) is computed as shown in eqn. 4.
P(s,7) = 25|W;  ®|° k=012, ..,N—1 (4)
where, 25 is the bias correction factor [12]. The scale s of the Morlet wavelet is related to Fourier frequency

f asineqn. 5:
1 4TS

]: - a)0+\12+w02 (5)

The scale s is approximately equal to the reciprocal of the Fourier frequency, s = = [13].

S1e
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3. Results and Discussion

The eleven-year (Schwabe) annual mean cycles are numbered 1 in 1749 to 24 in 2014 Fig.1 (a). The
grand episodes are clearly illustrated. The highest peak of the cycles occurred in the International
Geophysical Year (1957) with R = 269.5. The observed minima R; = 0 in 1711, R, = 0 in 1810, R; = 2.4
and R, = 4.2 in 2008 give an average cycle length of 98.7 years (Gleissberg period).
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Fig.1. (a) Annual mean sunspot number (b) eleven-year running-mean with fourth-degree regression model

The eleven-year running-mean R, also reveals a minimum-to-minimum cycle of length ~99 years
(Gleissberg period) Fig.1 (b). The maximum to maximum of the fourth-degree polynomial gives a low-
frequency cycle of ~277 years but cycle length taken from the corresponding maxima of the eleven-year
running mean is ~179 years. The average of the two values suggests a bi-centennial cycle (BC) of ~227
years. It is clear that subsequent minima after the Maunder Minimum were successively higher, which
implies that solar activity has gradually been recovering (increasing in strength) after the grand minimum.

Quasi-grand episodes, laballed A, B, and C are approximately 114 years apart on the average
(Gleissberg period range). Further still, the minimum-to-minimum, taking account of the quasi-minima, is
approximately 52.4 years on the average. Therefore, sunspot activity of 11-, 52-, 114-year and 227-year
periodicities have been identified using our trend analysis. For ease of reference, these cycles are herein
labelled as Schwabe cycle (SB), half-century cycle (HC), Gleissberg cycle (GB) and bi-centennial cycle
(BC) respectively. These cycles are in agreement with those found using other methods. For instance,
Dergachev & Raspopov (2000), using sundry solar activity proxies such as total solar irradiance (TSI),
carbon-14 (1*C) and Beryllium-ten (!°Be) levels and galactic cosmic ray (GCR), identified a 210-year SC.

The correlation of aa with Rz is shown in Fig.2. The annual mean aa time series shows greater
variability than the eleven-year running-mean (Fig. 2a) but are strongly correlated on the eleven-year solar
activity cycle time scale (Fig. 2b). The correlation coefficient of the annual mean and eleven-year running
mean aa and R, time series are r = 0.56 and 0.87 respectively, within 95% confidence bounds. The
relatively low value of r for the annual mean variability of aa is quantitative evidence of the prevalence of
transient heliosphysical and interplanetary activities on shorter cycle-time scales, acting as background noise
in concert with low frequency solar cycles. It is observed that annual mean aa variation is characterized by
multiple peaks, comprising those that occur with peaks and those that occur in the declining phases of the
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eleven-year sunspot activity cycles. The trend also reveals a dual peak B and C in SC19 and SC23. The peak
A near the beginning of the time series corresponds to 1877 solar activity maximum. The quasi-minima
marked a, b, ¢ and d do not exhibit any consistent cycle lengths. The year marked d is not necessarily a
minimum but is included to show the downward trend. It is also known that solar activity peaks of 1989 and
2003 were accompanied by severe space weather events. Although the filtering process tends to shift the
position of the peaks of trended time series with respect to those of the annual mean variability, it is obvious
from Fig. 2a that while the peak of solar activity occurred during the International Geophysical Year (IGY)
1957, the peak of geomagnetic activity occurred four solar cycles after, in 2003, evidently in the declining
phase of solar activity low-frequency cycle.

Fig. 3 shows the annual mean global surface temperature represented by two recent time series
HadSST3 (sea surface) and HadCRUT4 (land and sea) time series, together with their eleven-year running
means and seventh-degree polynomial regression model of HadCRUTS, which closely fits both data and
trend.
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Fig.2. Sunspot number versus geomagnetic activity (a) annual mean (b) eleven-year running mean
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Fig.3: Global Sea surface temperature (HadCRUTS & HadSST3) with the eleven- year running and the seventh-
degree polynomial model
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Clearly, the time series began in a descending phase, reached a minimum in 1911, and exhibited two
maximum-to-maximum marked M;(1878) M,(1944) and M5(2016) of average cycle length of 64c. It
also exhibits two minimum-to-minimum labelled m,(1862), m,(1911) and m3(1976) of average cycle
length of 57 years. This suggests a global temperature cycle of an average period of 60 years (which is in
the HC range). Identification of this cycle is crucial to the determination of the phenomenon that drives it.
The spectral power of sun spot activity, antipodal geomagnetic activity and global surface temperature
anomaly series are displayed (Fig. 4).
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The most prominent cycle of solar and geomagnetic activities is the SBC followed in order of
magnitude by the HC (Fig. 4a). The same is the case for geomagnetic activity (Fig. 4b), except that the HC is
of slightly lower cycle length (49.3 years/cycle) compared to that of solar activity (52.7 years/cycle). The
most prominent cycle of global surface temperature anomaly is the HC, ~56-years (Fig. 4c). Other less
prominent cycles are also labelled. The apparent similarity of the spectral powers of solar and geomagnetic
activities provides further evidence of the correlation that exists between the two series. Spectral analysis
allows us to examine the frequency components of these activities, revealing patterns that might not be
immediately obvious in the time domain. By observing that both solar and geomagnetic activities exhibit
similar spectral power distributions, we can infer that they are influenced by common factors or mechanisms.
This similarity suggests a strong connection, likely driven by the Sun's influence on the Earth's magnetic
field. For example, solar phenomena such as sunspots, solar flares, and coronal mass ejections can
significantly impact geomagnetic activity, causing variations in the Earth's magnetosphere. The alignment in
their spectral powers indicates that changes in solar activity are mirrored by corresponding changes in
geomagnetic activity, reinforcing the idea of a dynamic and interdependent relationship between these two
series.

By comparison with the spectral powers of solar and geomagnetic activities, it is clear that the spectral
power of global surface temperature anomaly (Fig. 4c) follows the same pattern of variability, with some
degree of modulation. It implies that global surface temperature variability has components that are
attributable to the variability of solar and geomagnetic activities. Fig. 5 (a) shows the continuous wavelet
transform of sunspot activity. All the cycles increase in level between 1750 and 2000 except the HC which
diminishes after 1850. SB and GB reached maximum levels between 1950 and 2000. The global wavelet
power (Fig. 5b) exhibits three peaks corresponding to SB, HC and GB, with SB and GB as the most
dominant cycles.
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Fig.5. Continuous wavelet transforms and global wavelet power spectrum of sunspot activity.

Fig. 6 displays the plots of continuous wavelet transform and the global power spectrum of
geomagnetic activity. GB is the most prominent cycle. It increases in level to a maximum between 1970 and
early 2000s. HC also followed the same pattern of variability, although it is less prominent. The SB is less
prominent compared to GB and HC. In addition to the three cycles, it is apparent that a lower frequency
cycle, possibly of 150-year cycle is present and is localized between 1940 and 2000 (Fig. 6a). The global
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power spectrum (Fig. 6b) reveals three peaks corresponding to the SB, HC and GB respectively, and possible
existence a lower frequency cycle in the 150-year range. The strongest cycle is the GB followed by the HC.
The continuous wavelet transform and global wavelet power spectrum of the global surface temperature
are shown in Fig. 7. Fig. 7a shows that HC increases in strength from the beginning the series to a maximum
in. It is noticed that cycles with higher periods (above 150 years/cycle) are localized around 1900 and 2000.
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Fig.6. (a) Continuous wavelet transforms coefficients (b) Global wavelet power spectrum of
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Fig. 7b shows a prominent peak only at 51 years/cycle corresponding to the HC. There appears to be a
low-frequency cycle, possibly in the 150 years range. The HC component of cyclicity clearly exists in all the
three times series. It is apparent that global surface temperature, solar activity and geomagnetic activity have
a possible causal link through the HC and, possibly, lower frequency cycles.

It is clear that the low frequency cycles have continued to increase in level in all the three series. It
suggests that the low frequency components of solar and geomagnetic activities possibly contribute to the
current climate warming scenario. Fig. 8 shows the trends in the evolution of the amplitudes of the SB, HC
and GB of sunspot activity, geomagnetic activity and global surface temperature.
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In Fig. 8a, it is found that between 1700 and 1780 the amplitude of GB was higher than those of SB and
HC. The amplitude of HC was higher than both the SB and GB from 1781 and 1826, reaching its peak in
1802 and declining thence after. From 1836, the amplitude of HC was lower than those of SB and GB. The
SB dominates other cycles from 1974 to the present. Most importantly, it could see that the cycles of sunspot
activity are evolving to low magnitudes, suggesting a decline, possibly into a grand minimum.

Fig. 8b illustrates the evolution in amplitude of geomagnetic activity. It shows that the HC increased
from the beginning of the time-series to around 1880 and declined to low amplitudes thereafter reaching a
minimum in 1940. It dominated over SB and the GB between 1868 and 1909. It rose again in magnitude
until its peak was attained in 1997 before a final plunge. The GB, which has increased in magnitude from the
beginning of the series, took dominance over the other cycles from 1908 to 2006, reaching its peak value in
1983 before a final plunge. The SB and HC were in the depending phase after about 1875, reaching some
minimum values around the early 1940s. This observation appears to be consistent with the decrease in
global surface temperature observed from 1944 (Fig. 3). Also, all the cycles reached their maximum
amplitudes at different times. The GB reached its maximum level between 1960 and 1980. The HC reached
its maximum level between 1980 and 2000. However, the leading cycles (GB and HC) declined rapidly after.
It is observed that the SB increased in level after 1980 till the end of the series. Fig. 8c shows the plot of the
trends and evolution in time of the magnitudes of the SB, HC and GB of annual mean global surface
temperatures. It is found that the GB dominated the other two up to about 1922. The HC then took
dominance over the others to the end of the time series. It is noted that the low-frequency HC and GB have
continuously increased from the beginning of the series. The SB oscillated with very low amplitudes until
after 1980 when it increased sharply. All the three cycles exhibit the tendency to decrease in level toward the
end of the series.

4. Summary and Conclusions

In this study, the cyclic properties of sunspot activity, geomagnetic activity and global surface
temperature were investigated using trend, spectral and wavelet analyses. These analyses clearly show that
low frequency cycles of decadal to centennial timescales run in the background of the eleven-year cycle. The
eleven-year running mean showed a trend of cyclicity of sunspot activity in the Gleisberg cycle range
(between 99 to 114 years per cycle) and a bi-centennial cycle of approximately 227 years/cycle. Evidence of
the bi-centennial cycle had been found in the natural archives as in Ref. [14] which identified a cycle length
of 210 years. Spectral analysis revealed three peaks in all three series corresponding to eleven-year Schwabe
cycle, the half-century cycle and Gleisberg cycle of slightly varying cycle lengths. The strongest cycle in
sunspot and geomagnetic activity series is the Schwabe cycle. Schwabe and Gleisberg cycles are not
significant compared to the half-century cycle in the global surface temperature series. It suggests that the
half-century cycle of global surface temperature variability may be related to those of solar and geomagnetic
activities.

Wavelet analysis reveals three peaks in solar and geomagnetic activities corresponding to the Schwabe,
half-century and Gleisberg cycles respectively. However, it reveals only a peak corresponding to the half-
century cycle in the global surface temperature series. It suggests a link between the solar and geomagnetic
activities with global surface temperature series at a low-frequency cycles. The regression model suggests a
recovery of solar activity from the Maunder Minimum and that the expected grand episode after the Modern
Maximum will most likely be a minimum. The evolution of the amplitudes of the low-frequency cycles of
solar and geomagnetic activities to lower values suggests a possible descent into a new grand episode which
is expected to be a minimum. The evolution of the amplitudes of Schwabe, half-century and Gleisberg cycles
of global surface temperature also indicate the tendency toward lower values. Thus, the low-frequency cycles
of global surface temperature variability responses to the low-frequency components of solar and
geomagnetic activity.
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SUMMARIES TYCIHIKTEMEJIEP AHHOTAIIUA

Kosznoeckuit A.JI., Kabues M. b., Illnumac /1.H1., Yznoe B.B.

MgO :xoHe Y205 KOCBIHABLIAPBIHBIH JcepiHEH HeOJWM HUPKOHATHI HeridiHaeri eki ¢a3anbl kepaMuka
TY3l1yiHIH coyJsesieHy Ke3iHae OepiKTik NmeH TepMOQU3NKAIBIK NapaMeTpJIepAiH TYPaKTBUILIFBIHA JCepiH
3epTTey

Kymeicta MgO xone Y205 kocburraH HeoauM 1UPKOHATHIHBIH (Nd2Zr07) sIponblK OTHIHHBIH —OeJiHy
(parMeHTTEepIMEH CaJBICTHIPBIIATHIH ayblp MOHIAPMEH CAyJIeJeHYICH TYbIHJIaraH pPaHalMsUIbIK 3aKbIMIaHyFa
TO3IMIUIINIH aHBIKTayFa apHalFaH 3epTTey HoTKenepi OepinreH. KepamukaHblH Oyl TYpiHE KBI3BIFYIIBLIBIK
LUPKOHUH IMOKCHIIMEH CAJIBICTBHIPFAaH/a JKOFaphl JKbLIy OTKI3TIIITIKKE, COHBIMEH KaTap KepaMUKaHBIH CHIPTKBI
ocepiepre TO3IMAUITIH CHIIATTaWTBIH JKOFapbl OEpiKTik mapamerpiiepiHe OaHIaHBICTHI jKaHA OYBIH SAPOIBIK
PeaKTOpIApBIHBIH SIIPOCHIHBIH KYMBIC TEMIIEpaTypachIH )KOFapbUIaTy MYMKIHAIrIMeH OafmaHpIcThl. Byt 3eprreymin
HETI3Ti HOTIDKENepi MarHui JKOHe HWTTPHHA OKCHATEPiH KypamMfa KOCKaHAa OpbIHOACcyIIbl HeMece alMacTBIpy
¢azamapneiH  Ty3imyiHiH, Nd»Zr,O7 OepiKTiriHiH TYpaKTBUIBIFBI MEH TepMO(H3HUKAIBIK IapaMeTpiepiHig
TYPaKTBUIBIFBIH apTTHIPYFa, 3aKbIMIAIFaH OCTKI KabaTTa paguaisibK aKayIapblH )KHHAKTATybIHA OCEPiH aHBIKTAY
Oompim TaOpUTanBl. 3epTreyiep OapbichiHma MgO KOCHIHABUIApH (KOMIO3HIIMSFa KOCKAaHAa) TYpiHIETI Kocma
(azanapbiHbIH koHE Y2Zr07 Typingeri anmacteipy dazanapbeiably (Y20s KOochUFaHAa) TY3UIyl TYPaKThUIBIFBIHBIH
JKOFapblIayblHa oKeneTiHi aHblKTanabl. Nd2Zr,07 kepaMHUKachIHBIH KATTHUIBIFBI MEH JKapBIKIIAKKa TO3IMILIIr, OyJ1
JKOFapbl J103aJIbl COyJIeJIeHy Ke3iH/e 3aKbIMAaJIFaH KaOaTThlH Ae(OPMAlUSIIBIK CHIHFBIIITHIKTEL OOJABIPMANRTHIH
KOChIMINIa (pa3aapaiblk MICKapadapAblH TMaiaa OONybIMEH OaiIaHBICTBI JICTUPIACYIIH OH OCEpIiH KOpPCETTi.
3eprrenetin Nd2Zr,07 xepaMHKachIHBIH JKbUTY(DU3UKAJIBIK MapaMeTpiepiH aHbIKTay Ke3iHJIe Jierupiey KesiHue
(azaapainplK meKapagapAblH Naiaa GoJTybl TEK JKBITYy OTKI3TIIITIKTIH JKOFapbUIayblHa FaHA €MEC, COHBIMEH KaTap
Nd.Zr,0O7 KochlIMaraH KepaMUKalapbIMEH CANBICTHIPFAaH/IA €Ki (ha3alibl KepaMHUKaap YIIiH COyJIeNeHY Ke3iH e KbLTY
OTKI3TIMTIK K03 HUIMEHTIHIH HAIIapiay TCHICHINUIAPHIHBIH TOMCHICYiHE OKeJICTiHI aHBIKTAIIBI.

Kint ce3nmepi: HeoguM NMpPKOHATH, AOMHPICY, TYPAaKTBUIBIKTBIH apTybl, pPaAMalMsUIBIK aKayjap, KaTaro,
KbUTY QU3UKAIIBIK TapaMeTpIIep.

Kosznoeckuit A.JI., Kabuee M. b., Illnumac /I.H1., Yznoe B.B.

HccaenoBanue BausiHusi GpopMUpoBaHus JBYX(a3HBIX KepaMHMK HAa OCHOBe HHMPKOHATA HeOAHMMA 32 cuHeT
nonupoBanuss MgO m Y205 Ha cTaOMJIBHOCTH NMPOYHOCTHBIX M TeIIO(U3MYECKHX IapaMeTpPoOB MpH
o01yyeHnn

B paGorte mpeacTaBieHbl pe3yIbTaThl HCCAEIOBAHUS ONpPEIeIeHNS YCTOHUMBOCTH nupkoHata Heoauma (Nd2Zr,07)
nonupoBanHoro MgO u Y20s K pagvaliMOHHBIM MOBPEXKIECHHUSM, BbI3BaHHBIM OOJYYEHUEM TSDKEIbIMU MOHAMH,
CPaBHUMBIMH C OCKOJIKAMM JEJEHHs SJIEpHOro ToIuMBa. VIHTepec K MaHHOMY THITy KepaMHK OOyCIIOBJIEH
BO3MOXKHOCTSIMHU MOBBILIEHUSI pA00OYUX TEMIIEpaTyp aKTUBHOM 30HBI SJICPHBIX PEAKTOPOB HOBOTO ITOKOJICHHS, B BULY
BBICOKHX IOKa3aTeJeld TEIUIONPOBOJHOCTH B CPAaBHEHHM C JMOKCHIOM LUPKOHMS, a TaKkxke Ooyiee BBICOKMMH
MOKa3aTesIMUA MPOYHOCTHBIX MAapaMETPOB, XapaKTePU3YIOIINX YCTOHYMBOCTE KEPAMHUK K BHEITHUM BO3JCHCTBUSIM.
OCHOBHBIE DPE3yJIBTATHl JTAHHOTO HCCIEJOBAaHMS 3aKIIOYAlOTCS B ONPEACIECHUM BIHMSAHUS (opMupoBaHus ¢as
3aMEIIEeHNs] WM BHEIPEHHsI IIPH JO0ABJICHUN B COCTAB OKCHJOB MAarHusl M UTTPHUS, Ha TOBBIIMIEHHE YCTOHIMBOCTH
NPOYHOCTHBIX W Temodusnueckux mapametrpoB Nd»ZrO7; K HAaKOIJIEHHIO DPAJHAIMOHHBIX JE(PEKTOB B
MTOBPEXXJICHHOM IIPUIIOBEPXHOCTHOM clloe. B Xone NpOBENEHHBIX HCCIEIOBAHUN OBUIO YCTaHOBJIEHO, YTO
(dbopmupoBanue npuMecHbIx (a3 B Buae BmodeHuit MgO (nipu ero no0aBieHHd B COCTaB) U (a3bl 3aMEIeHNUS TUIIA
Y2Zr;07 (npu no6aenenun Y2Os) NPUBOAUT K IOBBIIICHUIO YCTOWYMBOCTH TBEPAOCTH M TPEIIMHOCTOWKOCTH
Nd2Zr,07 kepaMuK, 9TO CBHAETEIBCTBYET O TOIOKUTEIEHOM 3P ()EKTE TOMUPOBAHNS, CBSI3AHHOTO ¢ POPMHUPOBAHHEM
JIOTIOJTHUTENBHBIX MeX(]a3HBIX TPaHUI, MPEMSATCTBYIOMNX Ae(OPMALMOHHOMY OXPYIMUYMBAHHUIO IOBPEXICHHOTO
CJIOSL TIPU BBICOKOJIO3HOM 00JyueHuH. [Ipu onpeneneHun Temiopu3ndeckux napametpoB uccieayeMsix Nd2Zr,07
KepaMHK OBUIO yCTaHOBJIEHO, YTO (POPMUPOBAHNE MEX(PA3HBIX I'PAHMI] IPH JTOMUPOBAHUH NPUBOAUT HE TOJBKO K
YBEIMUYEHHUIO TETIIONPOBOIHOCTH, HO M 00JIee HU3KUM TPEHaM yXyIIIeHH KO3 PUITHEHTA TEIUIONPOBOAHOCTH IIPH
oburydeHus 1uisl [ByX(ha3HbIX KepaMUK B cpaBHeHHHU ¢ HeponupoBaHHbIMUA Nd2Zr,07 kepaMUKaMH.

KnaioueBble ci1oBa: IUPKOHAT HEOAMMA, JONUPOBAHUE, IOBHILICHHE CTAaOMILHOCTH, PaAMallMOHHBIC Ne(eKTHl,
YOpOUYHEHHE, TeIUIO(hU3NIECKIE TTapaMeTphI.

Rahman R.A., Sulistyo, Utomo M.S.K.T.S., Febriansyah I.

TemeH THIFBI3ABIKTHI MOJIMMEP MAPKACBIHBIH KATThI CYHBIK Kby AaKKYMYJISITOPBI PeTiH/e TeMIepaTypasibIK
aybICyFa 'KoHe 0aJIaybI3JbIH 3apsATay dpeKeTiHe dcepi.

ey KWHAFBII MaTepwaa peTiHie mapaduHAl TeXHHUKAJBIK KaKCcapTy VINIH XYKTEMEHIH OacTamKel Oaranaysl
TOMEH TBHIFBI3JIBIKTl IIJIACTHKTED TOOBIMEH KOMIIO3MIMSJIAY apKbUIbl JKY3€re achlpbuiajbl. baramay XMMUSIIBIK




Eurasian Physical Technical Journal, 2024, 21, 2(48) SUMMARIES 113

CHEKTp MEH XbUTYy(DPU3UKAJIBIK TOPTINTI KOCa alfaHia, KOCIAaHbIH TEMIIEPAaTYPAIbIK aybICYbIH alyFa OarbITTajFaH.
Kocmana =Herisri ¢azanbik aybicynaH KeiiH KockIMIa oTy bIHb! Oap. Ox 15,26-19,34 °C (6anky) xone 11,98-9,45
°C (cankplHIay) apajbiFbIHAa OONafbl. XUMUSIBIK OaKpLIayiap JKaKChl COMKECTIKTI KOpCeTTi, ce0eOi KOMITO3UT
XUMPSUIBIK PEaKIUIChI3 TY31Tyl MyMKiH. COHBIMEH KaTap, BIABIPAYIBIH CHITATTAMACHI KOCTIAHBIH 06JIeK OaTKUTHIHBIH
kepcereni. 3apsaTel Oaranay ymin PW/LDPE xommosuti PW-MeH canmpicThIpraHia MakCHMaJIbl ©CiMi MaMaMeH
25% GomaThIH KaKCHI 3apsATay cunarTaManapeiaa ne. CoHal-aK OHbIH Oipereit TemnepaTypa npoduiiHe e, OHbIH
HM30TEPMIBLIBIK TPOQHITiH KbICKa Mep3iMe axyra 6omanbl. Jereamern, PW/LLDPE komno3uti TeMeH 3apsaTayra ue,
Oyn PW-MeH canbICTBIpFaHAa 3apsaTay yakbITBIHBIH y3apyblHa okeneni. AHbIpMalIbIIBIKTapFa KapaMacTaH, eKi
monmMepaiH 1e HSM ymri TypakTaHIBIpFBIN peTiHAe NaiganaHy MYMKIHAITT alTapiIbIKTail >KOFaphl KOHE JKBITYIbI
)KMHay OOJIBICHI YIIIIH HAKThI TajlanTapblHa colikec OeifiMaenyl MyMKiH.

KinT ce3nepi: piipipay, ciekTpiep, KoMipcyTekTep, OajiKy, KaTalo, TEPMUSIIBIK.

Rahman R.A., Sulistyo, Utomo M.S.K.T.S., Febriansyah I.

BymmsiHue Mapky nmoJuMepa HM3KOI IUVIOTHOCTH HA TeMIEPATYPHBI Nepexos U 3apsiioBoe MOBe/leHHe BOCKA
KaK TBePA0KHIKOI0 TeINIOAKKYMYJISITOPA.

[lepBoHaganpHas OILEHKA 3aTPY3KH I TEXHUIECKOTO YIIyqIICHUsS NapadrHa B Ka4eCTBE TEIUIOAKKYMYIHPYIOIIETo
MaTepHaja MPOBOAUTCS IyTeM KOMIIO3UTHHIA ¢ TPYIIOH IIACTUKOB HU3KOW IUToTHOCTH. OIleHKa HAlpaBJcHA Ha
MOJyYeHHE TEeMIIePaTypHOTO MepeXxoia CMECH, BKIIOYAsi XUMHUECKHAN CHEKTp U Teropu3ndeckoe noBeneHue. B
CMeCH IMeeTCs TOTIOTHUTEIHHBIHN IHK IIepexo/1a IMociie OCHOBHOTO (a3oBoro nepexoaa. OHa koebieTcs B mpenenax
15,26-19,34 °C (mumaBnenue) u 11,98-9,45 °C (3amep3anue). XuMudyeckne HaOMIONCHNS YKA3bIBAIOT HA XOpOIIee
COOTBETCTBUE, IIOCKOJbKY KOMIIO3UT MOXeT OBITh o00pa3oBaH 0e3 xumHueckod peakmuu. bomee Toro,
XapaKTepUCTUKA DPA3JIOKEHUs MperoiaraeT, YTo CMeCh IUIaBUTCA pa3zienbHO. IS OLEHKH 3apsiaa KOMIIO3UT
PW/LDPE umeer nydiime XapaKTepHUCTHKH 3apsia ¢ MAKCHMAaIbHBIM MPUPAIEHHEM O0KOJ0 25% M0 CpaBHEHHIO C
PW. On Tarxke MMeeT yHUKAJIBHBIH TeMIlepaTypHbIH MpoQuiIb, U30TEPMHUUYECKUN NPOGHIL KOTOPOTO MOMHO
MOJIy4uTh 3a KopoTkoe Bpems. Omnako xkomno3ur PW/LLDPE uMmeer Hu3KyIO 3apsaKy, YTO HNPUBOAUT K Oojiee
JUTUTENEHOMY 3apsiny 1o cpaBHeHuto ¢ PW. HecMotps Ha paznuuus, o0a nonuMmepa UMEIOT 3HAYUTENHBIC aHCHI
OBITh WCIIONIF30BaHBI B KauecTBe CTaOMIu3aTopoB it HSM u MoryT OBITH amanTHpPOBAHBEI B COOTBETCTBHHU C
KOHKPETHBIMHU TPeOOBaHUAMHE [T IPUMEHEHHUS B 00JIaCTH aKKyMYJIHPOBAHUS TEILIA.

KiroueBble cj10Ba: pas3oxKeHNE, CIICKTPHI, YTIIEBOIOPOIBL, TNIABICHNUE, 3aTBEPACBAHNE, TEPMUICCKIE.

bonezenosa C.A., Ackaposa A.C., Ocnanosa IlI.C., Makanosa A.b., ’Kymacanuesa C.A., Hypmyxanoea A.3.,
Aounvoaes H.A., Illankap A.

JcepJieceTiH TypOyJIeHTTi aFbIHAAFBI CYHBIK OTBIH OYPKYJIepiHiH KaJbINITAacybl MEH TAPAJYBIH MOJIEJIbACY .
Makasiaja Cy#bIK OThIH/IbI OYPKY OHE OHBIH TaMIIBIIAPBIHBIH TypOYyJICHTTI 9CepIIeceTiH aFbIHAA Tapallybl OOMbIHIIA
ecentey ToxipubOenepi kenripiired. JKaHy OosiFaHaarbl €Ki TYpJil CYHBIK OTHIH (M300KTaH »OHE JIOJICKaH)
TaMIIbUIAPBIHBIH OIPIHIII KaHE eKiHIII PeTTi OYpKiyi Y3UIICCI3IK, UMITYJIbC, 11Kl SHEPTHsI, 9CEPIIECETiH 3aTTap IbIH
KOMITOHEHTTEPiHIH KOHIIEHTPALUIIAPBIHBIH TeHACYJIepIMEH )KoHE TypOyJIeHTTI aFbICThI €CENTEYIiH KOCIapaMeTpiIiK
MojeniMeH cumarTangsl. DopcyHKaHbIH OypKy OyYpBIIIBI e3repreHieri MOJENbAIK JKaHy KaMepachHIArbl
KOMIPCYTEKTI CYHBIK OTBIHAAPJBIH TaMIUBUIAPBIHBIH OYpPKYy, IHCHEPCHACHI MEH JXKaHYbIH 3€pTTey HOTIIKelepi
anetHaBL. Bypky OypeImbeiHEIH MoHAEp] 2-neH 10 rpamyc apansirbiHaa e3repinai. Ecenrey ToxipuOeciHiH HeTiziHIe
op TYPJIi YaKBIT ME3eTTEPiHeTI TeMIepaTypa Mpo(uiIbIepi )KoHe )KaHy KaMepachIHAaFbl )KaHy OHIMIepi MEH ra3/IblH
KOHLCHTPALMSIIBIK CHITaTTaMalapbl IbIHAbL TaMmmibutapasia CayTep opTaiia JuaMeTpiiepiHiH TapalybIHbIH CaHIbIK
ecenTeyJsepi 10eKaH YIIiH YKcac JUchepcHs KUChIKTapblHa He. byl acepiieceTiH arbIHAaFbl OYpKY/IiH KalbITacybl
MEH TapalybIHbIH 93IpJCHIeH KeIICH/I MOJENIHIH ASJIIrT MeH COMKECTIri OHBIH KYIITI KOPPENSIHACBIMEH KOHE
MOJICNBIICY HOTIDKEJICPIHIH Oacka 3epTTEYHIUICPIiH JKCIEPHUMEHTTIK JCPEKTePIMEH JKaKChl KeTiciMiMeH
pactajraHblH Kepceremi. MyHmail MoJenpAey OMICTepl JKOHE OJIApPIABIH HETi3iHAE aJIbIHFaH eCenTey
9KCIIEPUMEHTTEPIHIH HOTHXKEJepl JCTYpJl >KbUTydSHEpPreTHKachlHIa FaHa €Mec, COHbIMEH KaTap »aHa OybIH
KO3FaJITKBIIITAPBIHBIH KaHY KaMmepalapblHIarbl TEXHOJIOTHSIIBIK IPOLECTEPAl 3epTTey e, Oalamainbl OThIHAAP/IbI
JKary JKoHE OoJ1ap/ibl OHTAIaHBIPY Ke3iH/Ie KeHIHEH KOJIIaHbLUIa bl

KinT ce3nepi: xa3banbl 0TbIH, OYPKY, MOJENBICY, XKaHy, OYPKY OYpBIIIbL, 3USHABI KAIIBIKTap.

bonezenosa C.A., Ackaposa A.C., Ocnanosa ILl.C., Makanosa A.b., ’Kymazanuesa C.A., Hypmyxanosa A.3.,
Aounvoaes H.A., Lllankap A.

MopneaupoBanne o0pa3oBaHHSI M pacmpelejeHHs] BIPBHICKOB SKAAKOTO TOIUIHBA B pearupymwineM
TYpOYJE€HTHOM IOTOKE.

B CTaThe Hpe)lCTaBJ'IeHI:J BBIYUCJIIUTCIIBHBIC BKCHCpI/IMeHTBI 110 pacm)meHmo JKXUOKOIo TOINIMBA U pacnpe}IeHeHH}o
€ro Kamenb B TypOYyJE€HTHOM pearupyromnieM notoke. [lepBudHOe W BTOPUYHOE PACIBUICHHE Kamellb JBYX BUIOB
KHUJIKAX TOIUTMB (M300KTaHA W JOAEKAaHA) MPH HAJIUYNU TOPEHUS OIMMUCHIBATIOCH YPABHEHUSMH HEPa3phIBHOCTH,
HMITYJIbCA, BHYTPEHHEH dHEPIruu, KOHLICHTPAMY KOMIIOHEHTOB PEArUPYOIMX BELIECTB U JIBYXIApaMETPUUIECKOM
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MOJIETIbI0 pacyera TypOyJieHTHOro TedeHus. [loiaydeHbl pe3ynbTaThl MCCIIEAOBAHUS PACHBbUICHUS, JUCIEPCHU U
TOPEHHs Kallellb YTIICBOAOPOJHBIX KUIKUX TOIUIMB B MOAEIBHON KaMepe CrOpaHHs NMPH W3MEHEHHUH yTJIa BIPBICKA
¢dopcyHkH. 3HaueHWs yTia BIPBICKAa BapbUpoBaIKNCH OT 2 g0 10 rpamycoB. Ha ocHOBe BBIYHCIUTEIHHOTO
9KCTIEPUMEHTA TIOJTyYCHBI TEMIIEPATYPHbIE IPOQHIN U KOHIIEHTPALMOHHbBIE XapaKTEPUCTHKH NPOLYKTOB CTOPAHUS
1 Ta3a B KaMepe CrOpaHus B Pa3IWIHbIC MOMEHTHI BpeMeHH. YHCIEHHBIE pacyeThl pachpeaeieHust CayTepoBCKOTOo
CPemHEro AMaMeTpa Kalenb MMEIOT aHaJOTWYHbIE KPWUBBIC IUCIICPCHH A AOAEKaHAa. DTO TOBOPHUT O TOM, YTO
TOYHOCTh M aJE€KBAaTHOCTh Pa3pabdOTaHHON KOMIUIEKCHON MOJENH 0Opa3oBaHMS M PACIpENENCHUS paclblia B
pearupyromeM IOTOKE TIOATBEPKACHA €€ CHIbHOM KOoppenduuedl U XOpOoUIMM COIJIaCHMeéM pe3yJbTaToB
MOJIEIMPOBAHUSI C HKCIIEPUMEHTAIBHBIMU JaHHBIMU APYTHUX UCclefoBaTenei. Takoro poaa MeTo bl MOAECTUPOBAHUS
U TIOJIyY€HHBIE HA UX OCHOBE PE3yJIbTAaThl BEIYMCIUTEIbHBIX IKCIEPHUMEHTOB IIUPOKO UCIONB3YIOTCS HE TOJIBKO B
TPaJUIMOHHON TEMJIO’HEPreTHKe, HO M NPH HCCIEJOBAHUU TEXHOIOTMYECKUX IMPOIECCOB B KaMepax CropaHus
JBUraTeNeil HOBOro MOKOJICHUS], IPU CKUTAHUM aNbTEPHATHUBHBIX BUAOB TOIUIMBA U UX ONTUMH3ALIHU.

KaroueBble c10Ba: ncKomaeMoe TOIUIMBO, PAaCTIbIIICHUE, MOICINPOBAHNUE, CKUTAHUE, YTOJI BIPBICKA, BEIOPOCHL.

Tneybepzenoea A.JK., /ltocemobaesa A.H., Tanawmeea H.K., baxmuoioexosa A.P., Kymymosa K. b., Myxameopaxum
A.P.

Kypamanpl KajakumajgapbiHa e el TYPOUHAHBIH )KYMbIC THIMAUIITIH 3KCIIEPUMEHTTIK 3epTTey.

Bepinren Makamaza opTypii opam ary mHapaMeTpiiepi Ke3iHAEri JKeJ SHEPTeTHKAIbIK KOHIBIPFBICHIHBIH
a’pOAMHAMUKAIIBIK CcUMaTTamanapbl 3eprreired. Ochbl MakcaTTa KO3FaJIMalThIH Kalaklialapra He aiHaIMalibl
LWITHHIPIIEP TYPIHAET! Kypamaibl KYII 3JeMeHTTepl 0ap KOHIBIPFBIHBIH SKCIEPUMEHTTIK YJTici jkacaiasl. Aya
aFbIHBIHBIH JKBIIIAMIBIFEL 3-TeH 12 M/c-Ka neiin e3repai. JKen sHepreTHKasblK KOHIBIPFBIHBIH a3POIHHAMHKAIIBIK
KYIITEPiHIH aFbIH KBUIJAM/IBIFbIHA TOYCJIUTITT 3epTTEN/i. Aya aFbIHBIHBIH JKbUIIAMIBIFBIHAH [AIHHAPIE KAaTHICTHI
KO3FaJIMaiThIH KaJaKLIaHBIH O OYPBILBIHBIH ©3repyiH 3epTTey OOMBIHIINA 3KCIEPUMEHT HOTIDKENIepiHe Tajuay
KYprizinai. MaHnaiaplK Keaepri Kyl MEH KOTeprill KYIUTEPiHiH aFblH JKbUIIAMJIBIFBIHA TOYENIUIIrT OOMbIHIIA
rpaduk Kypsuiapl. Ko3raIMaiTeIH KadaKIIaHBIH IMIMHAPTe KaTBICTBl 0=0° MHHUMAaIIBI OypHIMITa KOTEPTill KYII
TIeH MaHJIAMIBIK KeAepTi KYMIIHIH MOHI JKOFaphl €KEH/Irl aHBIKTAIIBL. MaHmallbIK Kelepri KyIli MEH KeTeprill
KYIIiHiE ko3(puuuenTi Pelinonsac cansma Toyenainirinen Re=1-10% xesme 0° rpamyc OyphlmiTa KOTEPril Kyl
kodpdunreHTiHIH MUEIMAITBH MoHi 0,012 H koHe MaHIAMIBIK Keaepri Ky Ko3(pGUIHeHTIHIH MaKCUMAaIIbl MOHI
10,07 H exenniri aHbIKTanabl. KOHABIPFRIHBIH JKYMBIC THIMAUIITIH apTTBIPY YIIIH KOJIICHEH OChTI IMIIMHIPICPAI
aifHaJABIPY Ke3iH/Ie KO3FaJaThlH KOCHIMILA KYIITI KOJIAaHYFa OOJIATBIH/BIFBIH 3KCIIEPUMEHT HOTHXKEJIEPl KopceTei.
AJBIHFaH HOTIDKENEp JKEJAIH TOMEH >KbUIAaMJBIFBIHIA JKYMBIC ICTEHTIH Kypamalbl Kajakliajapra He el
SHEPreTUKAIIBIK, KOHIBIPFBUIAPBIH 33ipIiey JKoHE 3epTTey Ke3iH/Ie NaijanaHbuTybl MYMKIH.

Kiar ce3nepi: Xen sHepreTuxanblk KOHABIPFBI, KypaMaibl Kanakmanap, T-1-M asponuHaMukanbiK KyOblp, aFblH
KBULAAM/IBIFBI, MAHJAMIIBIK KeJepTi Ky, KeTeprill Ky, PeiiHOIbC caHBblI.

Tneyoepzenosa A.7K., /Jtocembaesa A.H.,Tanawmesa H.K., baxmuvioexosa A.P., Kymymoea K. b., Myxamedpaxum
A.P.

JKCHepUMEHTAIbHbIE HCCAeA0BAHUSA 3(PPEeKTHBHOCTH Pa0dOThl BETPOTYPOMHBI ¢ KOMOWHHPOBAHHBLIMH
JIOMACTSIMH.

B naHHO# cTaThe U3yYeHBI a3POIUMHAMUYCCKHUE XaPAKTEPUCTUKU BETPOIHEPIETUICCKON YCTAHOBKH TPH Pa3THYHBIX
nmapameTpax ooOrekaHus. Jlus JaHHOW IeaM ObLI WM3TOTOBJIEH JKCIEPHUMEHTAILHBIA 00pas3ell yCTaHOBKHA C
KOMOWHHUPOBAHHBIMA CHJIOBEIMH JJIEMCHTAMH B BHJIC BPAIIAIONIMXCS IMUIMHAPOB C HEIMOJBW)KHBIMH JIOTIACTSIMH.
CKOpOCTh BO3IYITHOTO TIOTOKAa BapbUpOBaliach, HadmHas 3 mo 12 wm/c. HccnemoBamuch 3aBUCHMOCTH
A’POTMHAMUYECKHAX CHII BETPOIHEPTETUUSCKON YCTAaHOBKH OT CKOPOCTH TOTOKa. [IpoBeneH aHaIHM3 pe3yibTaToB
AKCIICPUMEHTA 10 U3YUCHHUIO U3MEHEHUS YTIa 0. PACIIONOKCHUS HEITOIBHYKHOM JIOTIACTH OTHOCHUTEINIFHO IIFIIMHPA OT
CKOpPOCTH BO3AYIIHOTO MoToka. [TocTpoeH rpaduk mo 3aBHCHMOCTH CHJI JOOOBOTO CONPOTHBIICHHUS M IOIBEMHOM
CHIIBI OT CKOPOCTH TIOTOKA. Y CTAaHOBJICHO, YTO NPH MUHUMAJIHHOM YTJI€ OTHOCHTENBHO MIIMHApa 0=0° 3HaueHue
TOTbEMHOM CHJIBI U CHJTBI JIOOOBOTO COMPOTUBIICHHS HETIOABHXKHOM JIOTIacTH Bhiiie. M3 3aBUCHMOCTH KO3 PHIIIECHTA
TOTbEMHOM CHJIBI M CHJIBI JTIOOOBOTO COTIPOTHBIICHUS OT YKCiia PeifHObca, YCTaHOBIICHO, YTO mpu yriie 0° rpaaycoB
HaOJIIOIaeTCs MUHUMAaIbHOE 3HaueHHe Kodpdumuent moabéMuoi cumbl 0,012 H u MakcmManbHOE 3HadeHHE
koa(dunrenTa cuisl J060Boro conportusierus 10,07 H mpu Re=1-105. Pe3ynbTaTsl 3KCIepIMEHTa TOKA3BIBAIOT,
YTO MOYKHO HCIIOJIB30BATh IOMOJHUTEIBHYIO CHIIY, BOSHUKAOUIMM [IPU BPAIICHUH HWIMHIAPOB C TOPU30HTAIBHOMN
OCBIO, JUIS YBEIIMYCHUS d(PPEKTUBHOCTH PabOTHl YCTAHOBKU. [10y4eHHBIE PE3yIBTAaTHl MOTYT OBITH HCIIOIB30BAHEI
mpu pa3pabOTKE H HCCIEIOBAaHHH BETPOIHEPTETUYCCKUX YCTAHOBOK C KOMOWHHPOBAHHBIMHU JIOIACTSIMH,
paboTarONIMX MPU MAIBIX CKOPOCTSIX BETPa.

KaroueBble cioBa: BerposHepreTiyeckas ycTaHOBKa, KOMOMHHPOBaHHBIC JIOMACTH, adpouHaMudeckas Tpyoa T-1-
M, CKOpOCTBh IOTOKA, CHJIa IOOOBOTO COIPOTHBIICHUS, ITOIbEMHAs CHJIA, YHCIIO PeiiHombaca.
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Conoamos A.U., Condamos A.A., Abyannauny A.A., Kocmuna M.A.

TepModnekTpJik 0akbl1ay Ke3inaeri 0aKblIAaHATBIH YJTiferi 3JeKTPOATAPABIH KaHACY KeJepriciH 6aKbLIay.
Maxanaga >JeKTpONTapAbIH KaHACY KEeACPTiCiHIH OaKpUIay HOTIKECIHE OCepiHe Tanjgay >Kyprisinmi. ©Ommeyim
PE3UCTOPBIHBIH IIaMachl apTKaH Ke3/1e¢ CHIHAK YJTiCIMEH AJIEKTPOATAPIBIH JKaHACy KeepriciHiH pyKcaT eTiNreH MoHI
KOFapBUIAUTHIHEI KepceTiireH. JKaHacy kemepriciH OacKapyZIblH JXKaHaMa OJiCi YCBHIHBUIFAH, OYJI Omic JKOFaphl
KHLTIKTI TYPaKThI TOKTHI )KaHACY KeIepTici apKBUIBI OTKi3yIEH jKOHE OCHI KeAEPTieri KepHey i oJIIey IeH TYPaIbl.
Onmeyim pe3sucTOPbIHAAFEI CaTBICTEIPMAIIbl KepHEYIiH KOHTAKTIHIH JKaIIbl KeAePTiCiHe TOyeIAUIITi TYPFRI3bUIIH.
ZKanacy xenmepriciHig pykcaT eTinreH MoHi ecentenreH, TepmoIKK-HiH enmeneTiH MoHI akukaT MoHHEH 10% - maH
acraiinel. ¥ceiHblIFan oic TepMoDKK Oakpliay mporecinie kaHacy KelepriciH TiKesled enmieyre MYyMKIHJIK
oepeni.

Kinm co30epi: TepmoOKK, BICTBIK 3JIEKTPOJI, CYBIK JIEKTPO/I, )KaHACYy KEAEprici, TOK FreHepaTopbl, CY3Ti, eJIeyin
PE3UCTOPEL.

Conoamos A.HU., Condamoe A.A., Abyannauns A.A., Kocmuna M. A.

MOHUTOPMHI  KOHTAKTHOIO CONPOTHBJIEHHSI 3JIEKTPOAOB € KOHTPOJIMPYeMbIM 00pa3uoM NpH
TEPMO3JIEKTPUIECKOM KOHTpOJIe.

B craTthe mpoBeneH aHann3 BIMSHAS KOHTAKTHOTO COIPOTHBIICHNUS 3JEKTPOIOB Ha pe3ynbTaT KoHTpoist. [TokazaHo,
YTO MPH yBEIWICHUH BEITMYMHBI HU3MEPHUTEIBHOTO PE3UCTOpA yBEIWYMBACTCS JOIMYCTUMOE 3HaYEHHE KOHTAKTHOTO
COIIPOTHUBIICHHS JIEKTPOJOB C UCTBITYeMBbIM 00pa3noM. IIpemoskeH KOCBEHHBIH CrocoO KOHTPOJI KOHTaKTHOTO
CONPOTHUBIICHUS, 3aKIIOYAIONINICS B MPOIYyCKAaHUM CTAOMIBHOIO TOKAa BBICOKOW YaCTOTHI 4epe3 KOHTaKTHOE
CONPOTHUBIIEHUE M M3MEPEHHUS HAIMpPsDKEHHS Ha 3TOM CONpoTUBIEHUH. IlocTpoeHa 3aBHCHUMOCTh OTHOCHTEIHHOTO
HaTpsOKCHUS Ha M3MEPUTEIHbHOM PE3HCTOpPE OT CYMMapHOTO CONPOTHUBIICHHUS KOHTakTa. PaccuuTaHO AOIMyCTHMOE
3HAUYEHHE KOHTAKTHOTO CONPOTHUBIICHMS, IIPU KOTOpPOM HU3MepsieMoe 3HaueHne TepMoD/IC OyzneT oriamvaercs OT
ucruHHoro He Oonee uyem Ha 10 %. IIpemioxeHHbBI CIOCOO MO3BOJISET MPOBOAUTH M3MEPEHHE KOHTAKTHOTO
COTNPOTHBJICHUSI HEMIOCPEACTBEHHO B Mpoliecce KOHTpost TepmoIJIC.

KuiroueBblie cinoBa: Tepmod/C, ropsumii 31€KTpo, XOI0HBINH 3JEKTPO, KOHTAKTHOE CONPOTHUBIIEHUE, TEHEPATOP
TOKa, GUIBTP, U3MEPUTEIBHBIA PE3UCTOP.

Kaukunoea A.K., Typanuna /I.E. , Hypmaxanoe H.Y.

AJLIbIH as1a 0oJKay HeriziHae ypaH eHIMALTITIH apTTHIPY dAicTepiHiH THIMALIIrIH 3epTTey.

AnppiH ana 0oypkay apKbUIbl YpaH ©HAIPICIHIH OHIMIUIITIH apTThIpy 9ICTEpiHIH THIMIUTIrIHE 3epTTey KYpri3uiii.
Byn 3epTreyaiH MakcaThl Kasipri yakbITTa ©HJIpICTEri TEXHOJOTHSUIBIK OJIOKTBHI Tajijay >XOHE OHTaiIaHIBIPY.
BnokThIH HeMece YSIIBIKTBIH OHIMIUITIH Tajgay YIIiH SpTYpJli OHIMALTIK KepceTKimTepi naitnanansuians: Tracer
cut, Tracer in place, Acid in place. bipueme oHraitnannsipy cuenapuiinepi HYTEC peaxktuBTi TackiManiay
OarjapyiamMachel KOHE ypaH OHJIpY MpOLECIH MOJEJbJey apKblIbl ChIHAKTaH OTTi. byn cueHapuiiiep kaHa
YHFBbIMaJIapFa jkoHe YHFbIMa OHIMJIUIIIIH apTThIPAThIH «XUMUSUIBIK OHICYIIH» ocepiHe OarbiTTanraH. by sxymbic
OJIOK OHIIpICIH XKaKcapTyFa OarbITTalFaH. YII TYPJi CIEHApHUH OpBIHAANABL. YII CICHAPHUNIIH IIIiHAE YIIiHIIIIeH
eH Kem ypaH, sfHH 154 ToHHa KopawlH 133 ToHHacel eHmipinmi. OHTalmaHABIPY Ke3iHIE Ta3anay OpeKeTiHIH
(aitmeIHOaFEl opOip YHFRIMAHBIH COHFBI TPSHIIIHIH AYPHIC THIMAIUTIK MOHIH aJlfaH IYpPBIC. ¥HFBIMAaHBl XUMHSIIBIK
eHneyneH keitin pH <1,85 OomaTelH aymaHOBl YIFAWTy MYMKIH OONael. Byn yHFeIMamapiabl OHTaiIaHABIPY MeEH
XUMUSUTBIK ©H/ICY/IIH MaHBI3/IbIIBIFBIH KOPCETE].

Kint ce3nmepi: ypan eHjipy, xepacTsl lialimanay, peakTuBTi TacsiMainiay, hytec, 6omkam, acid in place, tracer in
place, tracer cut, XuMHAIIBIK YHFBIMATAP/I6l OHJIEY.

Kaukunoea A.K., Typanuna /I.E. , Hypmaxanoe H.Y.

HccaenoBanue 3¢)GpeKTHBHOCTH METO/I0B MOBBILIEHHS MPOAYKTUBHOCTH YPaHAa HA OCHOBE MpPeABAPUTEIHLHOI0
NMPOTrHO3MPOBAHMS.

HpOBeZ[eHO HUCCIICA0OBAHUEC 3¢)¢)CKTI/IBHOCTH METOAOB MOBLIMICHUA MMPOU3ZBOJUTCIILHOCTH YPAaHOBOTO MTPOU3BOACTBA
IyTeM MPEIBAPUTEIHHOTO MMPOTHO3UPOBaHMA. L[eJbi0 JAHHOTO WCCIIEOBAaHUS SBJSICTCS aHAN3 M ONTHMHU3ALUSL
TEXHOJIOTUYECKOTO OJIOKA, HAXO/IAIETOCS B HACTOSIICE BpeMs Ha MPOU3BOACTBE. J{JIsl aHAIM3a POM3BOJUTEIPHOCTH
OJIOKA HITH STYCHKU MUCTIONB3YIOTCS Pa3IUYHBIC MTOKa3aTeu Mpou3BoauTebHOCTH: Tracer cut, Tracer in Place, Acid
in place. Heckomnpko clieHaprueB ONTUMHU3AINH OBLTH IPOTECTUPOBAHEI C HCIIOIB30BAHUEM ITPOTPAMMBI PEAKTUBHOTO
nepenoca HY TEC u monenupoBanust iporiecca J00bIYU ypaHa. ITH CIICHAPHU KacaliCh HOBBIX CKBaXKHH H BIIUSHUS
«XUMHYECKOH 00pabOTKM CKBa)KUHBD», KOTOpPAs YBEIWIMBAET IMPOU3BOAUTEIBHOCTh CKBRXHUHEL. B maHHO# padoTte
OCHOBHOE BHHMaHHE yACISUIOCH YIYUIISHHIO JOOBYH 0JioKa. BBUTO BBITIOTHEHO TPH pa3NINYHBIX creHapus. M3 Tpex
CIIEHApHEB TPETUH Jal HanOoJIbIiee KOIMuecTBO ypaHa 133 Tornsl u3 154 ToHH 3anacoB. [Ipu ontumMuzanuy Jrydiie
MIOJIYIHMTh TPaBHIbHOE 3HaueHHEe d(PPEKTUBHOCTH JUIS TOCIEAHEr0 TPEeHAa KaXKIAOW CKBAKWHBI B excel-daiiie
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JercTBuil o ounctke. [lociae xuMuueckoit 00pabOTKH CKBa)KMHBI YAAJIOCh YBEIMYHTH 00sacTh, rae pH<1,85. Oto
TOBOPHT O BAXXHOCTH ONTHMHU3AIMN U XUMHIECKOH 00pabOTKM CKBaKHUHBI.

KnaroueBble cioBa: 100bMa ypaHa, BHYTPHIUIACTOBOE H3BICUCHHE, PEAKTHBHBIA TpaHCHOpPT, hytec, mporHos,
KHCJIOTa Ha MECTe, Tpaccep Ha MECTe, TPACCEPHBIH pa3pe3, XUMHUIecKas 00paboTKa CKBa)KUHBI.

Haobues P. H., A6oynnaes A.A., I'apaee I' . H..

KoHBepTHIJIaH THNTIi MUKPOYMIKBILICHI3 YIIYy annapaTTapblHA apHAJFaH OOPTTHIK OaKbliay-eJuieyiur
JKyHeci.

Makanaga yIIyJOblH SpTYpIli peXHMAEpiHAE KOHBEPTOIUIAH THITI MUKPOYLIKBIIICHI3 YIIKBII alNapaThIHbIH
KO3FaJITKBIIITAPBIHBIH HET13T1 TEXHUKANBIK ITapaMeTpiiepiH TipKkeyre apHajFraH OOpTTHIK OaKblIay-emieyint xyheci
JKOHE OJl YIIIH KOJIAAHBUIATHIH OJJIEMEHTTEp 0a3achl CUMaTTajdFaH. bBoOpTTHIK Oakpuiay-esueyil KyHeciH
naijajaHybIMEH CTallMOHApJBIK DPEXHMMAE ChIHAKTap JKYPri3y oiicTeMeci o3ipieHin, ChIHAKTap >KYPri3uifi.
O3zipieHreH OOPTTHIK OaKpUIAY-eNIICYIill KYHEeCiHiH KOMETiMEeH KO3FaITKBIIITapAbIH KYWJIEpiH AUAarHOCTHUKAIBIK
TEKCepy JKoHe Oarainay >Ky3ere achIpbUIbI, dpOip jKeKe KO3FANTKBIIITHIH aifHAIBIM CaHbI, TOKTBHIH TYTBIHYBI KOHE
TeMIepaTypackl Typalbl MOJIMETTep, COHJAi-aK OCHTEpIiH OaFrbITHl JKOHE CTAIMOHAPIBIK PEXKAMIETI IUIaHEp
KBUITAMIBIFBIHBIH BEKTOPHI Typajbl MOIiMeTTep Tipkennmi. TipkenreH MoHIep HETi3iHAe THICTI mapameTplepIiH
YaKbBITTBIK AWarpaMMainapbl Kypsulapl. ¥1IyFa JeHiH KoHe YIITy1aH KeHiH MUKPOYIIKBIIICHI3 YTy anmapaTTapbiHbIH
KyaT 3JIEMEHTTEpl PeTiHIE KO3FaNTKbBIIITAPbI, COHAAN-aK YIIy Ke3iHAe ayana OoJybl MYMKIH YIIy OKHFaJIapblH
JKepJieri ChIHAKTap MYMKIHAIT KOPCEeTiIreH.

Kiar ce3mepi: KOHBepTOIUIaH, YIIKBIIICHI3 YIIy anmapaTTapbl, OOPTTHIK OaKbUIay-eJIIIey Kyheci, akceaepoMeTp,
THPOCKOI, AUATHOCTHKA, TEPMOMETP.

Haoéuee P. H., Aooynnaes A.A., I'apaes I H..

BopToBasi KOHTPOJLHO-U3MEPUTENbLHAS CHCTEMA UISi MUKPOOECTIMIIOTHBIX JIETATEIbHBIX aNNapaToB THIA
KOHBEPTHILIAH.

B cratbe ommcana 60pTOBasi KOHTPOIBHO-U3MEPHUTENbHASL CHCTEMA, MPEHA3HAUYCHHAS JIUIS PETHCTPAIlMd OCHOBHBIX
TEXHHYECKUX MapaMeTpPOB [BUraTeieil MHUKPOOESCIUIOTHOIO JIETATENILHOrO ammapaTa THIAa KOHBEPTOIUIAH Ha
Pa3UYHBIX PEXKUMAX IMOJIeTa, U UCIOJIb3yeMas JJIsl TOTO AJeMeHTHas 6a3a. PazpaboTana MeToaMKa MPOBEICHUS
UCTBITAHUH B CTAllMOHAPHOM PEKUME C HCIOJB30BAHHEM OOPTOBON KOHTPOJIBHO-U3MEPUTEILHON CHUCTEMBI H
npoBeleHbl HcnbiTaHus. C  MOMOLpI0  pa3paboTaHHOW OOPTOBOM KOHTPOJBHO-U3MEPHUTENBHON  CHCTEMBI
OCYIIECTRIISIACh JHATHOCTHYCCKAsl IPOBEPKAa M OICHKA COCTOSHHS [BUTaTeiei, (UKCHPOBATIKNCH JaHHBIC O
KOJINYECTBE 00OPOTOB, TOKOMOTPEOICHHH U TEMIIEPAType KaKIOro OTICIBHOrO IBHraTess, a TaKXKe JaHHBIC O
HATPABJICHUU OCCHl M BEKTOpPE CKOPOCTH IIaHEpa B CTAllMOHAPHOM pekuMe. Ha OCHOBe 3aperHcTpHpPOBAaHHBIX
3Ha‘-IeHHfI 6I)IJ'II/I l'[OCTpOCHI)I BpeMeHHLIe I[I/IarpaMMBI COOTBCTCTByIOIJ_[I/IX napaMeTpOB. HOKa3aHa BO3MOXKXHOCTbH
HA3€MHbBIX I/ICHI)IT&HI/IFI I[BI/IFaTeJ'Ief/'I KaK CHJIOBBIX 3JICMCHTOB MI/IKpO6eCHI/IJ'IOTHI)IX JICTATCIIbBHBIX armapaTOB a0 u
MOCJIE TIOJIETA, & TAKXKE JIETHBIX COOBITHI, KOTOPBIE MOTYT MPOUCXONUTH B BO3yX€ BO BPEMsI MOJIETA.

KaioueBble clioBa: KOHBEPTOIUIAH, OCCIUIIOTHBIE JIETATENLHBIC AlapaThl, 0OPTOBas KOHTPOJIbHO-U3MEPHUTENIbHAS
cUCTEeMa, aKCelIePOMETP, TUPOCKOIL, AUATHOCTHKA, TEPMOMETD.

Typavikoorcaesa /I.A., Axmanoe C.H., baincanuesa A.H., Temewesa C.A., Kexcebaii /.M., 3aiiouin M., Ycinos
H.M., Ckaovinos A.A.

NS-3 cumMyJIITOPBIH NaiiaIaHy aApHAJIFAH CHIMCBI3 JKeJIIEPAiH TYPJIi TONOJIOTHSIIAPBbIHAA GaFaapiaay
ajqropuTmaepin 6aranay

Crimcb13 Mesh xeninepi (WMN) opTasibIKTaHABIPBUIFaH HHPPAKYPBUIBIMCHI3 CEHIM/II KOCBUIBIMBI KAMTaMachl3 €Ty
LIeMIiMi peTiHje TaHsIMall Ooubin Kejedi. OJap ChIMCHI3 TYHIH KOCBUIBIMAAPHI apKbLIbl )KYMBIC 1CTEHI, ChHIMIbBI
JKeJIIep MPaKTUKAJIBIK EMEC CIICHAPHUIAICD YIIIH 6T¢ bIHFANIIBI ©3ITiHeH PETTENICTIH XKeinepai Kypaiasl. Tyhinaep
apachIHJarbl THIMI OaiilaHbICThl KamTaMackl3 eTy yuriH WMN kedinepine MapipyTray eTe MaHbi3Ibl. JlereHmeH,
WMN romonorusuiapsl YIliH MapumpyTTay aJrOpUTMAEpPIHIH >KapaMJIbUIBIFBl KOCBIMIIA 3€pTTEeyAi KaXKET eTei.
Bepinren makanaga NS-3 monensaeyid koinasa oTeipbit, apTypiai WMN Tononorusmapeiaga AODV, DSDV skone
OLSR CHSKTBI MapumpyTTay ajirOpUTMJIEpiHIH THIMIUIINIH 3epTrey ycbiHbUIaAbl. O coHpaii-ak  eTKi3y
KaOUIeTTUNIiH apTThIpy JKOHE WIEKTeYJi ayMakTa NaKeTTepHAiH JKOFallyblH a3alWTy YLIH TYHiHAEp MeH
xXaTTamaiapJbplH OHTAWIIBl CAaHBIH aHBIKTayFa OarpITTaimFaH. NS-3-Ti MYKUSAT Mozenbaey apKeuibl 3eprrey AODYV,
DSDV xone OLSR ke3neiicok Tonoaorusiaa, Topiasl TOMOJIOTH A koHe PpyXxTepMaH-PelHT 01T TOTTOIOTHACHIHIA
OPTYPIIi THIMAUTIKTI KepceTeTiHiH kepceredi. byn Hotmxkenep WMN yImiH MapmipyTTay MPOTOKOJIAAPHIH TaHAAY
JKOHE OHTAWIAHIBIPY Ke3iHJIE TOIOJIOTHIFA TOH (haKToOpiap/bl €cenKe aiuyIblH MaHbI3AbUIBIFBIH KOpPCEeTeI.
Ocpunaiitia, ceMcbI3  Mesh  Jkemizepi  OpTanbIKTAHABIPBUIMAFAH KOCBUIBIMIBI  YCHIHAZIBI, Oipak opTypii
TOTIOJIOTHSUIAPIAFhl  MApIIPYTTay AJTOPUTMACPIHIH THIMAINIT omi Jie KaKkChl TyciHinmMereH. byn 3eprrey Oy
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OJIKBUIBIKTBI OPTYPJIl TONOJIOTHsIIApAaFbl MapIIpyTTay ajJrOpUTMIEpiH Oaraay apKbUIbI K0sibl, onap sy WMN-ne
KapaMIbUIBIFBI MEH OHIMIUTITIHE TyciHAipMe Oepei.
KinT ce3nepi: WMN; AODV; DSDV; OLSR; IIpoakTuBTi Mapupyrray xarramanapsl; NS-3.

Typavikoscaesa /I.A., Axmanoe C.H., baiizanueeéa A.H., Temewesa C.A., Kekcebaii /.M., 3aiiovin M., Ycunoe
H.M., Ckabvinnoe A.A.

OneHka ajdropuTMOB MapHIPYTH3aLHMH B Pa3JMYHBIX TOMOJIOTMSX OecPOBOJHBIX CeTeBBbIX ceTeil ¢
HCNOJIb30BaHUEeM cumyJisitopa NS-3

BecripoBomapie Mesh-cetn (WMN) HabuparoT MNOMyISAPHOCTh KakK peIIeHHe M OO0ecleueHHUs] HaJCKHOTO
MIOJIKJIIOUEHHS 0e3 LeHTpaIn30BaHHON HHPPpAcTpyKTypbl. OHU paboTaIOT Yepe3 coeqMHEHHsT OECIIPOBOTHBIX Y3JIOB,
00pazyst CaMOHACTPAaNBAIOLINECS CETH, HACAITBHO IOJIXOISIIUE ISl CLICHAPUEB, T IPOBOIHBIE CETH HEMPAKTUYHBI.
MapiupyTu3zanys uMeeT peratoriee 3Hadenue B cetssx WMN st obecrieuernst 3 HeKTUBHOM CBSI3H MEXKY Y3JIaMH.
OnHaKo MPUTOMHOCTH aNrOPUTMOB MapuIpyTu3auuu aiast Tononoruii WMN Ttpebyer nanpHeiiiero usydenus. B
CTaThe MpejJlaraeTcsi uccienoBanue 3GEeKTUBHOCTH alrOPUTMOB MaplpyTu3auuy, takux kak AODV, DSDV u
OLSR, B pazmuunsix Tomoyorusx WMN c wucnonp3oBanueM mozenupoBaHuss NS-3. OH Takke HampaBiieH Ha
OTIpEJIETICHHE ONTUMAJIBHOTO KOJIMYECTBA Y3JI0B M NMPOTOKOJIOB IJISi MAaKCHMU3ALUH MPOIYCKHOM CIIOCOOHOCTH U
MHUHHAMH3ALUH TOTEPh MAKETOB B MPEETaX OrpaHuaeHHON 00macTy. C IOMOIIBIO TIIATENEHOTO MOAETNPOBaHU NS-
3 uccnenoBanue nokaseiBaet, 9to AODV, DSDV u OLSR nemoHCTpupyIoT pazHyo 3¢ peKTHBHOCTE B CIydaiiHON
TOTIOJIOT Y, TOTIOJIOTUH STYEUCTOH ceTKH 1 Tonosornn Opyxrepmana-PeliHronsaa. OTu pe3yabTaThl MOJIEPKUBAIOT
B2)XHOCTh ydeTa (PakTOpoB, CHEHU(PHUYHBIX JUIA TOMOJIOTHH, IPH BBHIOOPE M ONTHMH3ALUH MPOTOKOJIOB
Mmapupytuzauu it WMN. Takum oOpaszom, OecripoBognble Mesh-cetn mnpeanararor JelieHTpaIHM30BaHHOE
COCOAUHCHHUC, HO 3¢)¢)CKTI/IBHOCTB AJITOPUTMOB MapuIpyTU3allu B Pa3JIMYHBIX TOIIOJIOTUAX OCTACTCA HEAOCTATOYHO
n3y4yeHHOH. JlaHHOE WccleoBaHUE YCTpaHSET 3TOT NpoOeNn MyTeM OLEHKHM aJIrOPUTMOB MapUIpYTH3alUH B
Pa3JIMYHBIX TOIOJIOIUAX, IMTPOJIMBasA CBET HA UX NPUTOAHOCTb U MPOU3BOAUTCIIBHOCTDL B WMN.

Karouerbie ciioBa: WMN; AOJIB; ICJIB; OJICP; IIpoTokosbl mpoakTuBHON MapiipyTtusarmm; NS-3.

Ymenoe E.b, Hmanoe A.7K., Mykanosa b.I'y Hazapoea A.I'y, Anuckun A, Axaxcanoe C.b.

Paguanabl MUKpodoHIap MaccUBi JKOHe eH YJKeH CUTHAJ OarbITTApbIHbIH KHUbLIBICHI Heri3iHae KYpbLIbIC
aJIaHBIH/A Iy KO3/IepiH OKIIAYJIayAbl MOJeIbIeY.

Kypbutsic KyMBICTapBIHBIH IIYABIH JACTaHYHl KYMBICITBIIAPFA 1, 'KaKBIH MaHIAaFel YHICPIiH TYPFEIHIAPEIHA 1a
ocep ereni. byn 3epTTey KypbUIBIC alaHOApBIHIAAFBl NIy KO3ACPiH OKIIAyaynblH >KaHA OMIiCIH YCHIHAIBL OJicC
paauanasl MUKpPOGOH MACCHBIH OHE €H YJIKCH CHUTHAIAAPIbIH OaFbITTAPBIHBIH KHUBLIBICBIHA HETI3C/ITCH
AITOPUTMI KoJaHabl. Moenbaey KopceTKeH e, Oy TOCLI [Ty Ke3iHiH OPHBIH CaIbICTBIPMAIbl TYPAE JKOFaphI
JONIIKIeH aHBIKTayFa MyMKiHaik Oepenmi. YKexe kesmep yuIiH ofic my kesuepin mamamen 180 m? aymakka
JIOKaU3alusIa eI, opraiia karemiri 6 %. bipHemie ke3aep yiIiH, atan aiiTKaHaa €Ki Ke3 YIIiH, KO3Iep/IiH eJeMi
MEH CaHbIHA OaimaHbICTh KaTenik 83,2% xone 6,1% Kypamsl. Bys1 HOTHXKeNIep 9MICTIH MANIITIH KOHE OHBIH Kep
OezepiHiH )KaFJaibIHa ce3rillTiriH kepcerei. KongaHpicTarsl HIeIiMAEpMEH CalbICThIpFan/a 0i3/1iH KO3KapachIMbI3
a3 ecenTeydi Kaxer eTeqi. bomamrak »XyMbIC alTOpPUTMIL JKETUIIIPyTe KoHE HAKTHI YaKBITTaFbl MOHHUTOPHHT YIIiH
10T TexHOMOTHSIIAPBIH OipiKTipyTe OaFBITTANIFaH.

Kiar ce3mepi: KyppUIBIC IIyHI, NBIOBIC KO3IH OKIIAyJay, pagwaiabl MHKPO(QOH MaccuBi, €H YJIKCH CHTHAJIBIH
OaFBITHI, NBIOBICTHIK OaKbLIAY, TBIOBICTEI KapTaFa TYCipy, CHTHAIIBI OHJIEY.

Ymenoe E.b, Hmanoe A.7K., Mykanosa b.I'y Hazapoea A.I'y Anuckun A, Axaxncanoe C.b.

MoaenupoBaHue JIOKAIU3ANMH HCTOYHHKOB IIyMa HAa CTPOMTEJbHOH IUIOHIaKe HA OCHOBE MAaCCHBA
paauanbHbIX MUKPOGOHOB U NepeceyeHUil HANPpaBJeHU HAU00JIbIIEr0 CUrHAJIA.

[ITymoBoe 3arpsi3HEHHE OT CTPOMUTENHHBIX PAOOT BIMSACT Kak Ha pabounX, TaK U Ha JKUTENEH ONn3IexaInx JOMOB.
B nmanHOM nccnenoBaHMM TpeUIaracTcs HOBBIH METOJ JIOKaJM3alldM HCTOYHMKOB IIyMa Ha CTPOMTEIBHBIX
IUIonIagKax. MeTol UCIoIb3yeT paJuanbHbli MUKPO(QOHHBIH MacCHB M aJITOPUTM, OCHOBAHHBIH HA MEpeceYeHUN
HanpaBJIeHUH HAaMOONBIIMX CHrHANOB. CHMYJALMM IOKa3bIBAIOT, YTO 3TOT IOJXOJ[ MO3BOJSIET OINPEAEIUTh
MECTOIIOJIOKECHUE MCTOYHHKA HIyMa C OTHOCHUTEIIBHO BBICOKOH TOYHOCTBIO. ﬂ;J’IfI OAUHOYHBIX HMCTOYHHUKOB MCETO/
JIOKAJIM30BaJl ICTOYHHUKH IITyMa Ha miomanay okono 180 mM? co cpemneit morpemrHocTsio 6 %. i1t MHOKECTBEHHBIX
HMCTOYHHKOB, B YaCTHOCTH JABYX HCTOYHHKOB, IOTPEITHOCTE cocTaBmia 83,2 % u 6,1 % B 3aBUCUMOCTH OT pa3Mepa u
KOJIMYECTBA UCTOYHHUKOB. DTHU PE3YIBTAThI MOAYCPKUBAIOT TOYHOCTh METOAA U €10 YYBCTBUTCIIBHOCTH K YCIIOBUAM
MecTHOCTH. 1o CpaBHEHHMIO ¢ CYIIECTBYIOIIMMHE PEIISHISIMH HAIll TOJXO0 TpeOyeT MEHbIIIe BEIYUCIICHIH. by mymas
pabora Oyjer HarpaBjeHa Ha yCOBEPIICHCTBOBAHUE ajrOpUTMa M HHTErpanuio |0T-TeXHOIOTHi 111 MOHUTOPUHTA
B peaJIbHOM BPEMEHHU.

KnaioueBble c10Ba: CTPOMTENBHBIH IIYM, JIOKAIW3AlMs MCTOYHUKA 3BYKa, PAIMAIbHBI MUKPO(OHHBIH Maccus,
HarpasJeHHe HauOOJIBIIEro CUTHaJIa, 3BYKOBOH MOHUTOPUHT, KAPTUPOBaHKE 3ByKa, 00pabOTKa CUrHaja.
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Cynuesa I'.b., Kypmanos E.b., Konvicoaes T.K., bowmkaes K. A., Ypazanuna A.A., Luongo O.

Ckansip epiciMeH YCHIHBLIIFaH KapaHFbI MaTepHus MOAeTiH/Ieri COHFbI TeMIepaTypPaHbIH dcepJiepi.

CyBIK KapaHFBI MaTepus MapagurMachiHa 0axaMa OOJBIT TaOBUIATHIH CKAJSIP OPICIHIH KapaHFBI MAaTEpUs TCOPHSICHI
asICBIHAA €Ki MOJETb/i KOJAaHYbIMEH OCTTIK KapBIKTBUIBIFBI TOMEH TOPT CIIHPAIIbIbl TAJIAKTHKATIAPAAFhl KapaHFbI
MaTepHUSIHBIH Tapaybl 3epTTenai. bipiami moxens boze-DiHmTeiiH KOHAEHCATH 0OIBIN TaOBIIaNEI, OHIA 0030HIAP
HOJ/IIK TeMIIepaTypajia Heri3ri Kyiae 6omansl. ExiHII MoIens Ko3FaH KYWIep/i eHri3yre MyMKIiHIIK OepeTiH cKajsp
OpICiHIH TOTCHIHAIBIHA COHFBI TEMIEPATyPalbIK TY3€TyNeplHi KaMTHAbl. MacmTaOTel paJnyCThl, CHIIATTHIK
(opTanbIK) THIFBI3IBIKTHI J)KOHE TOJIBIK MaccaHbl KOcCa alfaHia, MOAENbIAEpaiH 00c mapamMeTpiepiH aHbIKTay YIIiH
aifHaJly KHCBIKTapbhlH Oakpuiay ManiMeTTepi HerisiHge €H Killli KBaJpaTTap/Abl CBI3BIKCHI3 JKYBIKTay oici
KOJIIaHBUIBI. MeUIIepiiK Tanaay rajlakTUKaJbIK JEHrei e COHFbl TeMIepaTypaHbl eCKepYAiHI MaHbI3AbUIBIFbIH
kepcereni. COHBIMEH Kartap, €Ki MoJieb n30TepMUusIbIK chepa, HaBappo-Ppenk-Yaiit xone Bypkept npodunbaepi
CUSIKTBI K€HIHEH KOJIIaHBUIATHIH KOHE KapaHFbl MAaTEpUSHBIH KaObU1gaHFaH (peHOMEHOJOTHSIIBIK MPOQUIbACPiHIiH
HOTIDKEJIEPIMEH CalbICTBIPBUIABL. OpOip MOJENBAIH IYPHICTHIFBIH Oaramay baiiec TONBIKTBIFBIHBIH aKIIapaTTHIK
KpUTepwiii Heri3inge xyprizimgi. CraTHCTHKANBIK Tangay Oenrini Oip mpoduibai TaHZAyABIH Ma3MYHABI
MHTEPIPETaNNsACHH KaMTaMachi3 eTeni. HoTmxkecinge Oyt 3epTrey AocTypili (PeHOMEHOIOTHIBIK PO(UIbIepMeH
CaNBICTRIPFaHAA CKaJLp epic MOJAENBIACPIHIH THIMIUTriHE TyciHAipMe Oepim, OeTTIK XapBIKTBUIBIFBI TOMEH
CHMPAJB/IbI TaJlaKTHKAIApIaFbl KapaHFbl MATEPHSHBIH TapaTyblH )KaKChIPAK TYCIHYTE BIKIAT €TE]].

Kinm ce30epi: ckansp epici, KapaHFbI 3aT, bo3e-DHHITEH KOHICHCATHI, TAIAKTHKAIAP IBIH aifHaTy KUCBHIKTapHhI.

Cynuesa I'.b., Kypmanos E.b., Konvicoaes T.K., bowkaes K. A., Ypazanuna A.A., Luongo O.

¢ pexThl KOHEYHOI TeMnepaTypbl B MOAeIN TEMHON MaTEePUHU, MPEICTABICHHON CKaJSIPHBIM NOJeM.
HccenenoBaHo pacnpelesieHUe TEMHOM MaTepUM B YEThIPEX CIMPAIBHBIX TJIaKTHKaX C HU3KOW IOBEPXHOCTHOH
SAPKOCTBIO C UCITIOJIB30BAHUEM JIBYX Moueneﬁ B paMKax TCOpHUHU TEMHOM MaTCpUu CKaJIAPHOTO IOJIA, aHLTepHaTI/IBHOﬁ
nmapajurMe XOJIOMHOW TeMHON Mmarepuu. [lepBas Monenb MpencTaBiseT coOoi koHmeHcaTr bose-DiiHinTeiHa, B
KOTOpOM 0030HBI 3aHIMAIOT OCHOBHOE COCTOSIHHE IIPH HyJIEBOH TemriepaType. Bropas Mozaens BKIIO9aeT KOHEYHBIC
TEMIIepaTypHBbIC TIOTNPABKH B MMOTEHIMAI CKAJISIPHOTO TIOJIS, YTO MO3BOJISIET BBECTH BO30YXKICHHBIC COCTOSIHUS. Jlist
ompefieTieHus] cBOOOTHBIX IapaMeTpoB MOJENeH, BKIOYas MAcIITaOHBIA paguyc, XapakTepHyIO (LEHTPaIbHYIO)
IUTOTHOCTH M NOJHYIO Maccy, Ha OCHOBE JaHHBIX HAOJIOACHUH KPHUBBIX BPAILICHUS MPUMEHEH METO] HEINHEHHOMH
annpoKCHMalM HAaMMEHBINUX KBaApaToB. KOIMYECTBEHHBIM aHANIM3 MOKA3bIBAET BAXKHOCTh Y4YeTa KOHEUHBIX
TeMIepaTyp Ha TalaKTH4ecKoM ypoBHe. Kpome Toro, cpaBHMBAIOTCS [BE MOJIENU C pe3ylbTaTaMHd IIHPOKO
UCIIOJIb3YEMBIX M MPHHSATHIX (PEHOMEHOJIOrHYECKUX Mpoduiieli TEeMHOW MaTepHH, TAKMX Kak H30TepMuueckas chepa,
npodunu Hasappo-®penka-Yaiita u Bypkepra. OueHka AOCTOBEPHOCTH KaXKIOH MOJIEIM NMpOBEleHa HAa OCHOBE
BaiiecoBckoro nH(pOpMaMOHHOTO KpUTEpUs MOJHOTHI. CTAaTUCTUYECKH aHajIn3 00ecreunBaeT COepKATEIbHYIO
MHTEPIIPETALUI0 BEIOOpa KOHKPETHOTO Mpoduis. B KOHEYHOM HTOTe, 3TO HCCIIEAOBAHUE CIOCOOCTBYET JIydIlIeMy
IIOHVMAHUIO PACHPEIENICHUs TEMHOW MaTepUU B CIMPAIbHBIX IJIAKTUKAX C HHU3KOM MOBEPXHOCTHOH SPKOCTBIO,
nposuBas CcBeT Ha J(GQEKTUBHOCTh MOJAENEH CKAIAPHOTO TIIOJS 10 CPaBHEHUIO C TPaAMIHOHHBIMHU
(heHOMEHOIOTHUECKUMH TTPOPHITSIMHU.

KuroueBble ciioBa: ckansipHoOe Noje, TEMHas MaTepus, KoHAeHcaT bo3e-OiHIITe A, KpUBbIE BPALIEHHS TaIaKTHK.

Ibanga E.A., Inyang E.P., Agbo G.A.

KyH KoHe reoMarHuTTik 0eJICEHATIKTIH HUKIAIK KacueTTepiH 3epTTey: 0eTKi TeMnepaTypaHbIH FAJlaM/IbIK
03reprimTirinid MaHbI3bI.

KyH-reoMarHuTTiK OSICEHAITIKTIH KOHE FaJIaMJbIK jKep OCTIH/Eer! TeMIepaTypaHblH [UKIIIK KACHETTePl TPEH/TIK,
KMITIKTIK JKOHE JKUUIIK-YaKBITTBIK TaJIayJbl KOJIaHYbIMMEH 3epTreiai. HoTnkenep OHXBUIIBIKTAH FachIpFa
JICUIHT1 yaKbITTBIK MaclIadTapbIHAA XKapThl FACKIPIIBIK (0ip LMK YiiH~ 49-56 xbut) sxoHe [ neticOepr (Oip HuKI YiIiH
99-114 xbu1) AMANa30HBIHIAAFBI TOMEH SKUUTIKTI 1mkagep 1lIBa6 ¢oubHma (Oip wmkn ymia~ 9-11 xbi1)
0achIMIBIIBIKTBI KYH-TEOMarHUTTIK OENICeHAUIIK LUKII PEeTiHAe KYpeTiHiH kepcereni. Famamabik xep OeriHumeri
TeMIIepaTypanap KaTapblHIAAarbl KaJIFbl3 OachlM IMKIL - OyJI JKapThl FACBIPIBIK LMK, OJ OHBIH JKOHE KYH-
TCOMAarHUTTIK OCNICCHIUTIK KYOBUIBICTAPBIHBIH apachIHIAFbl BIKTHMAal OONATBIH ceOerr-cangapiblK OaiIaHBICTHI
6oinkainel. L{nkn amminTynaceiHblH sBosronusicel L1IBabe meH [neiicOepr ke3eHaepiHiH KyaThl CEpUSHBIH OachlHaH
20 rachIpJIbIH OPTAChIHA JICHIH apTThl, COAaH KeHiH o1 TeMeHael 6actaasl. JKapThl FAaCHIPIBIK MK aMIUIUTYAAChI
6oiipiama 1800 xpuinaH KeWiH koHE Kasipri yakbITKa AeWiH TeMeHnendi. I'eoMarHUTTIK OeJICEHMIIIIKKE KeNeTiH
6oJcak, [ meiicOepr MUKITiHIH aMIUTUTYJaChl CEpUSHBIH OackiHaH Oactan mramamen 2000 sxputFa feiiin ecri, ai [11Babe
OUKIIIEPiHIH aMIDIMTYIaChl MEH KapThl FACBIPIIBIK MUKJAEP] COJN apajbIkTa TeMeHaeni, Tek 1980 xpuiman keiin
amIuinTyaackl Te3 eckeH llIBabe muxmin Kocmaranma. Famamabik xep OeTiHIeri TeMmrepaTypara KelleTiH OoJcak,
I'meficOepr mukIIepi MeH >KapThl FACBIPJIBIK MUKIACPIiH aMIUIHTYIackl KaTap OactanraHHaH Oepi Y3diKci3 ocTi, al
[[IBabe nwmkii ere TemeH amiumTygameH 1980 kputra neifiH ayBITKUABI, comaH KeiiH on a3manm ecti. KyH-
TEOMAarHUTTIK OEJICEH UK TMUKIAEPiHIH aMIUTUTYIAChIHBIH 3BOJIONUSACE MayHAepAiH MUHUMYMBIHAH KaJIbIHA
KEJyli )KoHE YJIKEH SITM30/IKa KYJIIbIpayabl, €H aJlIbIMEH, MUHUMYM/JIbl KAMTH/IBL.
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Kiar ce3mepi: reoMarHuTTiK OCICCHIUTIK, KYH OCICEHAUTIT1, TOMCH JXKUUTIKTI LUK, YJIKSH U301, CICKTPIIK KyarT,
FaJlaMJIbIK BEHBIICT-KyaThl.

Ibanga E.A., Inyang E.P., Agbo G.A.

HccaenoBanne NUKJINYECKHX CBOMCTB COJTHEYHOM M reOMArHMTHOM AKTHBHOCTH: 3HAYeHHe IJIA I100aJ6HOMH
U3MEHYHMBOCTH TeMIepaTypbl MOBEPXHOCTH.

[ukndaeckre CBOWCTBA COMHEYHO-TEOMAarHUTHOH AaKTHBHOCTH M TIIO0ANbHOHN TNPH3EMHOM TeMmmepaTypbl ObLIH
UCCIIEOBAaHbl C WCIOJIb30BAaHWEM TPEHAOBOTO, YaCTOTHOTO M YacTOTHO-BPEMEHHOTO aHanmu3a. Pe3ynbTarsl
MOKAa3bIBAIOT, YTO BO BPEMEHHBIX MACIITa0ax OT AECSTHIICTHS JI0 CTOJETHSI HI3KOYACTOTHBIE IIMKJIIBI B TIOJTyBEKOBOM
(~ 49-56 net 3a nukin) u I'neiicoeprckom (ot 99 o 114 ner 3a nuki) AuanasoHe npotekarot Ha doue [1IBabe (~ ot 9
go 11 njer 3a mUKI) Kak JOMUHHUPYIOIIUN LUKI COJHEYHO-T€OMAarHUTHOW aKTHUBHOCTH. EIUHCTBEHHBIM
JOMHUHHUPYIOIIMM LUKJIOM B Psy TJI00aIBHBIX MPH3EMHBIX TEMIEPATyp SIBISETCS IMOJYBEKOBOH IMKJI, KOTOPBI
IpearosaraeT BO3MOXKHYIO NMPUYUHHYIO CBSI3b MEXKIYy HUM U SIBJICHUSMM COJHEYHO-T€OMAarHUTHOW aKTHUBHOCTH.
DBOJIIOIMS aMIUIMTY] LIMKJIOB TaKOBa, YTO MOIIHOCTH repuojoB 11IBade u ['nelicOepra yBenuduBanach ¢ Havaia
cepun 110 cepeanHsl 20 Beka, IOCIIE Yero OHa Mmonura Ha yOsUih. [10TyBeKOBON MUK YMEHBIIIICS 110 aMILUIATYIE
mocie 1800 r. n mo HacTosAmee BpeMst. UTo KacaeTcsi TeOMarHUTHOW aKTUBHOCTH, TO aMIDIATY 1A IuKia [ eficbepra
yBennumiack ¢ Hagana psga okoixo 2000 1., B To BpeMs Kak aMIUTUTYAb! NUKIoB 11IBabe M IMOIyBEeKOBHIX ITHKIOB
CHM3WINCH B TOM XC MHTEpBaie, 3a HCKIoYeHHeM Iukiaa [1IBabe, aMIumTyna KOTOPOro OBICTPO yBEIMYHMBAIACH
mocie 1980 r. mo Hacrosmee Bpemsa. UTo kacaeTcs TrIo0anbHON MPU3EMHOH TEMIIepaTyphl, TO aMILTUTYABI IIHKIOB
I'nelicOepra ¥ MOITYBEKOBBIX IMKJIOB IIOCTOSIHHO YBEJIMYMBAINCH C Hadala pAna, B TO Bpems kak nuki llIBabe
KoJieOeTcs ¢ OYeHb HM3KMMHU aMmuutynamu 1o 1980 ropma, mocie 4ero OH HEMHOTO YBEIHYHJIICS. DBOJIOLMS
AMIUIMTY J LUKIIOB COJIHEYHO-TE€MarHMTHOM aKTHUBHOCTH npeamnojara€T BOCCTAHOBJICHUC OT MUHUMYMa MayHaepa u
craj B 00JIBIION 3MU30/1, CKOpee BCEro, MUHUMYM.

KaioueBble cjioBa: reoMarHuTHas ak THBHOCTb, COJTHEUHAsI aKTUBHOCTh, HU3KOYACTOTHBIH UKII, OOJIBIION 3MHU30/,
CIICKTpaJibHad MOIITHOCTb, riao0anpHas BeﬁBJ’IeT-MOHIHOCTI:.






