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Dear Authors and Readers!
Honourable colleagues!

Since the beginning of 2020, the whole world has been faced with trials and difficulties due to
outbreaks of coronavirus. Everything was literally broken, transport communications and
production processes stopped, educational institutions and research centers were forced to go
online, etc. Undoubtedly, during this period medical doctors and nurses who heroically worked with
an increasing number of infected people overcome the greatest difficulties. Without diminishing the
invaluable contribution of all workers, I would like to note that many scientists and young
researchers in the field of technical physics problems, among whom are our authors, have managed
not only to continue their work, but also to obtain quite interesting results, some of which are for
your attention.

You can see original scientific articles by researchers from different countries devoted to
solving urgent problems of modern physics, materials science and engineering. There are the
research results of phase transformation features, various properties, the strength of solids and
coatings under the external influence under high pressure or high temperature, during radial thermal
sintering, etc. In this issue results of research problems of traditional and green energy, combustion
and melting processes, and other are proposed to discuss. The results of the possibilities widespread
use of computer calculation and 3D modeling are presented. For example, to optimize laser-acoustic
methods for heat diagnostics at energy facilities, to improve methods for determining the dynamic
speeds and aerodynamic parameters of wind generators, to assess the accuracy of pulsed radio
signals, etc.

As you know in accordance with the CSAB decision from May 8, 2019 Eurasian phys. tech. j.
had been included in the Scopus database on four research areas: Energy; Engineering; Materials
Science; Physics and Astronomy. The number and geography of interested readers have expanded,
and works by authors with a high Hirsch index have appeared.

Recently another good information has become known. On June 10, as a result of updating the
SCOPUS database the Eurasian Physical Technical Journal received a citation index of 0.2 (with
the highest percentile of 16% in the Energy). So, now Eurasian Physical Technical Journal has a
non-zero impact factor in SCOPUS database.

This remarkable and important result was achieved thanks to You - our authors, to the joint
work of editorial board members from 11 countries, as well as due to comprehensive support of the
university leadership of the quality preparation articles to publication by the programmer, technical
editors, library specialists, etc.

Eurasian Physical Technical Journal offers to publish scientific articles for those who are
interested in discussing and verification new scientific results at the international level.

I hope and am even sure that the rating (citation index) of the Eurasian Physical Technical
Journal will continue to grow thanks to you.

Take care of yourself and your loved ones!

We hope to see you in good health among the authors of our future issues.

Respectfully,
Chief Editor, Saule E. Sakipova
Kazakhstan, June, 2020
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INVESTIGATION OF ELECTRICAL PROPERTIES HOMOGENEITY
OF Li-Ti-Zn FERRITE CERAMICS

Nikolaev E.V.", Astafyev A.L.", Nikolaeva S.A.", Lysenko E.N.", Zeinidenov A K2

National Research Tomsk Polytechnic University, Tomsk, Russia, nikolaev0712@gmail.com
2E.A. Buketov Karaganda State University, Karaganda, Kazakhstan

In this article the distribution of electrical conductivity homogeneity of lithium ferrite ceramics
was studied. Investigations of the conductivity were performed on samples of lithium substituted ferrite
with addition of zirconium dioxide (0%, 0.2%,; 0.3%,; 0.5 weight %). Experimental samples were
sintered at 1010 °C for 2 hours by using the standard ceramic technology. Temperature dependences of
electrical conductivity were obtained by the two-probe method (spreading resistance analysis).
According to spreading resistance analysis, it was found that the distribution of electrical conductivity
in the surface layers varies depending on the chemical composition and this distribution has
inhomogeneous character. Also, the activation energy and measurement error were calculated.

Keywords: lithium ferrites, ceramics, electrical conductivity, zirconium dioxide.

Introduction

Ferrite ceramics have a wide range of applications and are used in the most modern electronic
computing and radio devices [1, 2]. One of those materials are lithium ferrites, which are widely
used in technique that is used both at radio frequencies and at ultrahigh frequencies (microwave
range), as well as like cathodes of lithium batteries [3, 4]. The high demand for these materials is
due to the low cost of this class of ferrites and excellent ferromagnetic properties. For example, high
values of the Curie temperature and saturation magnetization [5], beside low values of dielectric
losses [6]. These properties are important for creating ferrite devices with magnetic memory [7].

Spinel of lithium ferrite contains reducible iron ions and lithium ions therefore it is expected
that this material has both electronic and ionic conductivity [8]. Experimental data show the
electrical conductivity of ferrites increases significantly when ions with different valences are
located in equivalent crystallographic positions. The electrical conductivity of ferrites is explained
by the Verwey mechanism [9], which means that electrons hop from ion to ion. In this case, the
valence of the ions changes in accordance with the expression:

Mef" + Mel* & Melf™ + Mel™™

In case when ferrite has the same ions in equivalent crystallographic lattice sites, which has
differ by one, then both ions exchange their valences. The corresponding valence states migrate
along the crystal, and if it has a sufficiently high concentration of ions with different valences so it
leads to high conductivity.

From the Verwey mechanism of electrical conductivity discussed above, it follows that the
conductivity of ferrites is more dependent on the content of multivalent ions in them. Such ions in
ferrites are often iron ions, as well as ions of zinc, manganese, titanium, and some others [10].

The ceramic method is a classic method of manufacturing lithium ferrospinels, which includes
a synthesis stage with the formation of a single-phase product and a further sintering stage at high
temperatures [11-13]. However, during high-temperature annealing, the capabilities of this method
are limited by the low thermal stability of some reagents [14] (evaporation of lithium and zinc
oxide)of the initial mixture and their incomplete ferritization. For this reason, it is observed
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probability of increasing of adverse phase inclusions and decreasing of the chemical and product
structural homogeneity. These facts lead to a deterioration in its structural, electrical and magnetic
properties, which increases the yield of defective products [15, 16].

Conventional methods for solving these problems are using of additional technological
methods, including operations of multiple grinding, briquetting and subsequent firing of reaction
mixtures. At the same time, such approaches are extremely laborious, energy consuming, and
difficult to implement due to the multiple increase in intermediate operations. In addition, the
appearance probability of impurities (contaminants) in the reaction mixture is increased.

Effective methods to reduce sintering temperature include such methods as adding oxides with
a low melting point, ball mill grinding [17-20], sol-gel [21], and other technologies [22—-24]. It was
shown in [25, 26] that heating reagents with intense electron beams is an effective method of
intensifying solid-state reactions [27], leading to a decrease in the synthesis temperature and an
increase in the homogeneity of ferrites [28].

Despite the availability of ferrite production around the world, there are still problems
associated with the need to improve the quality of products. In the same time, the development and
improvement of electronic technology is accompanied by an ever-increasing tightening of
requirements for magnetic materials. Today, there is an urgent necessity for highly specialized
magnetic materials with a certain combination of electro-physical and magnetic properties. Alloying
lithium and lithium substituted ferrites with different additives allow achieving the necessary
characteristics or improving existing electrical, magnetic and mechanic characteristics. It allows get
almost any properties inherent in more expensive materials.

Several types of added additives can be distinguished: ones of those form a liquid phase during
sintering, thereby affecting the ferrite microstructure, others are located at the grain boundaries as
the second phase, which has a very high resistivity. In addition, some additives can be integrated
into the ferrite lattice and replace ions at tetrahedral or octahedral levels.

Recently, zirconium dioxide has become an effective additive allowing one to influence the
properties and structural state of a wide class of materials [29-31]. Previous scientific results show
the additive affects the structure of ferrites, which makes it possible to control other structurally
sensitive properties, such as electrical conductivity [32], magnetic permeability [33], thermal
conductivity [34], and the shape of the hysteresis loop.

Therefore, there is every reason to suppose that the introduction of zirconia additives can be
used in the manufacture of lithium ferrites. This can effect on the formation of structural and
electromagnetic characteristics and will allow obtain improved properties compared with
prototypes. Thus, the homogeneity of the distribution of electrical conductivity in the surface layers
of multi-component lithium ferrite (with the chemical composition LigesFe; ¢Ti9s5Zn92MngpsOs4)
was studied. The effect of the introduction of zirconia additives on the electrical properties of this
ferrite is considered.

1. Experimental part

The measurements were carried out on samples of Li-Ti-Zn ferrite with a low contain of ZrO,
additive. The initial reagents were chemically pure powders of zinc oxide (ZnO), manganese oxide
(MnO), zirconium dioxide (ZrO,), titanium dioxide (TiO;) and iron oxide (Fe,Os), as well as
lithium carbonate (Li,CO3) [32, 33]. All initial reagents were pre-dried in a laboratory furnace at a
temperature of 200 ° C for 240 minutes.

In accordance with the chemical equation (LigesFe;¢Ti9s5Zn92Mng¢sOs), the initial reagents
were weighed on Shimadzu AUW-D digital analytical balances. Then powders were mixed in an
agate mortar with tenfold rubbing through a metal sieve with a mesh size of 100 um. It was done to
achieve the most uniform distribution of the initial reagents. The mixture of initial powders was
divided into four equal parts, after that the zirconia (ZrO,) was added in different weight ratios to
each part. The weight content of ZrO, additive was 0; 0.2; 0.3; 0.5 wt. %.
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Each part of the mixture was mechanically activated in EMAX (Retsch) high-speed ball mill to
increase the homogeneity of the distribution of zirconium dioxide in the mixture and its reactivity
[34-35]. Mechanical activation was carried out in steel grinding vials and balls with a diameter of 2
mm. The weights of the mixture and balls were in the ratio 1:10. The mechanical activation was
performed at 2000 rpm for 30 minutes.

Mechanically activated powders were pressed by single-sided cold pressing in a hydraulic hand
press PGr-10. The pressing pressure was 200 MPa. The pressing time was 3 minutes. After
pressing, the samples had a cylindrical shape with a diameter of 15 mm.

The studied samples were sintered at 1010° C for 120 minutes in a laboratory resistance
furnace in an air atmosphere. The X-ray diffraction analysis was carried out by using ARL X’TRA
(Switzerland) diffractometer with a semiconductor Si (Li) Peltier detector and Cu K, radiation.
XRD patterns were measured in the range 26 = (10—70)° with scanning rate of 0.02°-sec”’ and were
processed by the full profile analysis using the Powder Cell 2.5 software, where the pseudo-Voigt
profile function was used. Phases were identified by the PDF-4+ powder database of the
International Center for Diffraction Data (ICDD). The electrical characteristics of the samples were
measured by the two-probe method [36].

It is possible to record the current change during the heating of sample with using this method.
The studying sample is located on a substrate, which is gradually heated to a temperature of 540 K
with using a spiral heater. Two probes are fixed on the surface of the sample, one of which is
supplied with a voltage of 5V, and the measured current is detected from the other probe with a
voltmeter. This method is characterized by a high locality of measurements, since the spreading
resistance is determined mainly by the contact area. The volume of the region where the resistivity
is determined is approximately 10'° cm’. According to the data, which obtained from
measurements by the two-probe method, it is possible to calculate the volume resistivity by the
equation:

Prpm

p=— (1)
where U is the applied voltage, 1 is the current, rois the diameter of the contact.

The diameter of the contact is approximately~10 pm and corresponds to the spatial resolution
of the method. For Li-Ti-Zn ferrite samples, temperature dependences of the current on temperature
were obtained. Each sample was heated from room temperature to 540°K. To determine the
accuracy of the study, the surface current of each sample was measured at four points. According to
the temperature dependences of the current, experimental curves were calculated in the coordinates

Ln(D=f(1/(k-T)) to determine the activation energy. The activation energy is defined as the tangent
of the angle of inclination to the approximation curve [37].

2. Results and discussions

Figure 1 shows X-ray diffraction patterns of Li-Zn-Ti ferrite with a 2% content of ZrO; and the
initial powder of ZrO,. Diffraction patterns show all the high-intensity reflections which belongs to
zirconium dioxide, coincide with the Li-Zn-Ti ferrite reflections. Only one reflection located at
20 = 51° does not coincide. By the presence of reflections at these angles, it is possible to detect
zirconium dioxide in the composition of ferrite, however, the small weight content of ZrO, in the
mixture, as well as the presence of overlapping reflections, does not allow to detecting its content in
the studied samples.

Figure 2 shows the diffraction patterns of the initial powder components Fe,O; (JCPDS No.
40-142), Li,CO; (JCPDS No. 66-941) and TiO, (JCPDS No. 82-656) phases.
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Fig.1. X-ray diffraction patterns of Li-Zn-Ti ferrite and ZrO, powder
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Fig.2. X-ray diffraction pattern of initial powders

Analysis X-ray diffraction patterns shows absences of reflections which can be belong to initial
powder and all observed reflection belongs to spinel phase. It shows that the selected technological
modes of sintering, pressing, as well as the time and energy of mechanical activation allow us to
obtain the spinel phase, which corresponds to final composition of Li-Zn-Ti ferrite without
impurities. For all Li-Ti-Zn ferrite samples, current measurements were carried out during the
heating of the sample. Values of the current were taken on the surface of the sample at four
randomly selected points.

Figure 3 shows the temperature dependences of the bulk conductivity current for a sample
without zirconia, which measured at four points on the surface. The temperature curves of the bulk
conductivity current are characterized by a linear dependence in logarithmic coordinates
Ln(D)=A(1/kT). With increasing temperature, an increase in electrical conductivity is observed, which
is characteristic of lithium ferrites.
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Figures 4, 5 and 6 show curves for samples with additive of zirconium dioxide (0.2, 0.3 and
0.5wt %). In these graphs, the curves are located as close as possible to each other, which indicate a
small experimental error and may indicate a uniform distribution of electrical conductivity over the
surface of the sample.
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Fig.3. The temperature dependence of conductivity  Fig.4. The temperature dependence of conductivity
current for samples without ZrO, current for Li-Ti-Zn ferrite with 0.2 wt% ZrO,

The linear form of dependence without kinks in Figures 3—6 indicates that in the temperature
range 300-540 °K there is only one conduction mechanism with certain activation energy. This type
of temperature dependence is due to a change in electron mobility in Li-Ti-Zn ferrite, during the
heating of the sample. In this case, the Vervey mechanism of conductivity is best suited to describe
the mechanism of electrical conductivity.
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Fig.5.The temperature dependence of conductivity — Fig.6. The temperature dependence of conductivity
current for Li-Ti-Zn ferrite with 0.3 wt% ZrO, current for Li-Ti-Zn ferrite with 0.5 wt% ZrO,

This mechanism explains the electrical conductivity of ferrites by the process of electron
hopping from ion to ion, so the electrical conductivity will depend on the content of multivalent
ions in the ferrite. For Li-Ti-Zn ferrite samples, the electrical conductivity will be determined by
electron hopping between the multivalent iron ions Fe*"and Fe*".
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In Figures 3-6, the electrical conductivity of ferrite samples increases during the heating
process. The similar character of the dependences Ln (I) = f (1/kT) for samples with and without
zirconium dioxide indicates that additive of zirconium dioxide does not significantly effect on the
mechanism of electric conductivity in lithium ferrites. A slight change of the electrical
characteristics may be due to the effect of zirconium dioxide on the microstructural properties of Li-
Ti-Zn ferrite. As it is known, microstructural properties can effect on the electrical characteristics.
So, for example, a decrease of grain size and an increase of porosity can affect on the electrical
resistance of ferrites.

The experimental temperature curves were used to calculate the activation energy (E,). The
activation energy can be calculated if obtained experimental points fit in a straight line. In this
work, the activation energy was calculated for all samples; the average value of the activation
energy based on four measurements is presented in Table 1 (column 2). Also, for each
measurement, the volume resistivity was calculated according to equation 1, the average value of
the resistivity can be seen in table 1 (column 4). From the data of Table 1 it can be seen that the
samples have a high volume resistivity. The activation energy and resistivity data, which obtained
from the surface of samples with different ZrO, additive contents, have an insignificant difference,
which indicates that small additions of zirconium dioxide up to 0.5% do not significantly affect the
electric conductivity in Li-Ti-Zn ferrite.

Table 1. Electrophysical parameters of Li-Ti-Zn ferrite

Additive of ZrO,, % E, eV p, GO m-cm
0 0.597+0.03059 1.45+0.175

0.2 0.594+0.02803 1.34+0.109

0.3 0.604+0.03086 1.58+0.206

0.5 0.593+0.02775 1.27+0.115

According to Table 1, we can conclude that the electrical resistivity is evenly distributed over
the surface of the sample; the deviation from the average value of the activation energy for each
sample based on four measurements is not more than 7%. So the largest variation of the
measurement is the sample without the addition of zirconium dioxide. For this sample, the actual
error of the activation energy value exists in the probability interval with a standard deviation of +
0.03059 eV at an arbitrary temperature of the sample in the temperature range 300-540 °K.

Conclusion

In the presented work, samples of Li-Ti-Zn ferrite with the addition of zirconium dioxide were
made by the standard ceramic technology (Conventional method). X-ray phase analysis showed the
presence of a spinel phase which corresponds to phase of final Li-Ti-Zn ferrite. This fact indicates a
complete ferritization process.

In this article, small additives of zirconium dioxide up to 0.5 wt% were considered, it was
found that such a low content of the additive does not has significantly affect on the electrically
transfer process in Li-Ti-Zn ferrite. The samples under study possess semiconductor properties; an
increase in the conductivity is observed with an increase in the temperature of the samples.

For the studied lithium ferrite, the conduction mechanism in the temperature range 300-540 °K
is determined by electron hopping between the multivalent ions Fe*" and Fe**. It was found that the
deviation from the average value of the activation energy for each sample based on four
measurements is not more than 7%.
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A highly entropic alloy was first synthesized in the work by mechanical alloying followed by heat
treatment in vacuum under certain conditions. The microhardness of the CrNiTiZrCu coating is not
inferior and in most cases exceeds the hardness of highly entropic equiatomic alloys. The wear
resistance of the CrNiTiZrCu coating is 3*107 g/min, which also meets the special steels for wear
resistance. High entropy coating has a low coefficient of friction (0.04) at the level of friction of layered
crystals, which distinguishes them from high-entropy alloys (about 0.4-0.6) by an order of magnitude.
They turn out to be anti-friction, which in all probability leads to energy savings. The coating is already
used in the manufacture of turbine blades made of steel 20X13 at a turbo-mechanical plant in
Karaganda.

Keywords: highly entropic coatings, target, equiatomic proportions, microhardness, wear resistance.

Introduction

Just over 15 years have passed since the discovery of high-entropy alloys (2004) [1]. The first
review was performed as a complete material science cycle “production - structure - properties” for
a new class of vacuum-plasma coatings - nitrides of multi-element high entropy metal alloys in [2].

A current state analysis was made for the production of such coatings, their morphology,
elemental and phase compositions, structure, substructure, stress state and functional properties
depending on the main formation parameters: substrate temperature during deposition, magnitude of
the bias potential supplied to the substrate, and the composition of the gas atmosphere. Then many
articles appeared on the synthesis and study of various high-entropy alloys [3-9].

The latest review on HEAs was made in [10]. An analysis of more than 200 obtained high
entropy alloys (HEA) allowed to establish the relationship between the electron concentration,
phase composition, lattice parameter and the properties of solid solutions based on BCC, FCC
lattice. The basic conditions for the appearance of high-entropy chemical compounds — the Laves
phase, o- and p-phases, are revealed. For the formation of a 100% high-entropy o-phase, a
necessary condition is that all the elements that make up the high-entropy alloys must form the o-
phase in two-component alloys in a different combination, and the electronic concentration of the
alloy should be in the range of 6.7-7.3 electron/atom.

For the formation of a 100% high-entropy phase of Laves the following conditions are
required: the total negative enthalpy of alloy mixing at the level of -7 kJ / mol and below; pairs with
an atomic difference of more than 12%; the presence in the alloy of two elements with a mixing
enthalpy of less than -30 kJ/mol, the average electron concentration should be in the range of 6-7
electron/atom.

It is shown that the ratio of the lattice parameters of solid-state HEA, determined in the
experiment, to the lattice parameter of the most refractory metal of the HEA determine the
magnitude of the elastic modulus. An analysis of the literature data showed that we synthesized the
high-entropy alloys for the first time by us due to know-how. This effect is the basis of the
Application for the Patent of the Republic of Kazakhstan filed in early 2020. The continuation of
the results presented in this article has already been published by us in [11, 12]. We hope that this
article will be an incentive for ongoing research.
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1. Target preparation and coating

To prepare the CrNiTiZrCu target, micropowders of the corresponding metals were taken and
mixed in equiatomic proportions. Then, the prepared powder mixture was placed in a grinding bowl
of a planetary ball mill made of tungsten carbide and grinding bodies (balls with a diameter of 5-10
mm) also made of tungsten carbide, the mass of which was equal to 10 masses of the powder
mixture, were added. After the glass was filled with Galosha gasoline, the lid was tightly closed and
the planetary ball mill was turned on (rotation speed was 500 rpm, operation time 5 hours), Fig. 1a
and b. The resulting homogenized composition was then dried in a vacuum and pressed with a mold
into a flat disk with a diameter of 100 mm and a thickness of 5 mm. Next, the disk was placed in a
vacuum thermo-furnace and sintered in it for 3 hours. Thus, the fabricated CrNiTiZrCu target (Fig.
Ic) was used for further magnetron coating deposition at the NVN 6 facility.

a b . o
Fig.1. Magnetron target synthesis: a - planetary ball mill; b - micropowders of metals; ¢ - finished target

Coating was carried out on prepared substrates made of AISI-201 steel (hexagons with a side
length of 22 mm and a thickness of 5 mm.). The vacuum chamber was pumped out to a pressure of
0.003 Pa, then the PINK was turned on, and Ar was puffed up to a pressure of 1 Pa, a negative bias
potential of 1000 V was applied to the substrate for 10 min. the surface of the substrate was cleaned
and heated. After that, the argon pressure was lowered to 0.1 Pa and the magnetron was switched
on. The bias on the substrate decreased to 150 V, the magnetron current was kept constant at 3 A.
The substrate was located in the chamber at a distance of 15 cm, the spraying time was 1 hour.

2. Electron Microscopic Examination (EME)

Electron microscopy was carried out using a TESCAN MIRA 3 scanning electron microscope.
The studies were carried out at an accelerating voltage of 20 kV and a working distance of about 15
mm. Dependencies are shown in Fig. 2.

Fig.2. EME of the CrNiTiZrCu coating in argon: a) 500 um; b) 50 um
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To measure the XPS, the test sample in the form of a disk with a diameter of 8 mm and a
height of 3 mm is inserted into the recess of the holder of the microscope sample (Fig. 3).
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Fig.3. XPS CrNiTiZrCu in argon at 2 points

Fig.3 gives the chemical composition of CrNiTiZrCu, at.%. in equiatomic proportions
(Table 1).

Table 1 - Quantitative chemical composition of CrNiTiZrCu, at. %

Element Cr Ni Ti Zr Cu
Nominal 20 20 20 20 20
in Argon 23.2 21.2 19.9 17.1 6.8
in Nitrogen 22.8 20.8 19.7 16.9 7.0

With an increase in grinding time, the interdiffusion of the components increases and their
solubility in the solid state increases until supersaturation is reached, beyond which there is no
further increase in solubility (Fig. 4).

sem okv
View field: 52.1 pm
SEM MAG: 531 kx

SEM HV:
View field: 23.1 pm
SEM MAG: 120 kx

View fleld: 36.1 pm
SEM MAG: 7.66 kx

Fig.4. Microstructure of Cr-Ni-Ti-Zr components from CrNiTiZrCu alloy at a resolution:
a) 20 um; b) 10 pm; ¢) 20 um; d) 20 um.
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For traditional alloys in the Cr-Ni-Ti-Zr-Cu system, the formation of many intermetallic
compounds, for example, such as NisTi, Ni3Cu, Cr,Ti, is characteristic. Whereas in the obtained
multicomponent CrNiTiZrCu alloy they are not formed, and it completely consists of a simple bce
solid solution, and the total number of phases is much lower than the maximum equilibrium amount
allowed by the Gibbs phase rule. The predominant formation of simple solid solutions over
intermetallic compounds in multicomponent equiatomic alloys is mainly provided by the influence
of high entropy of mixing. According to thermodynamics, it is preferable to form phases with a low
Gibbs free energy. If the enthalpy is constant, phases with a higher entropy will have lower Gibbs
free energy. This effect of entropy is significantly increased for wind farms. CrNiTiZrCu alloy
contains five components and its mixing entropy is > 1.61R, which is high for metal alloys, since
the melting entropy of traditional alloys is 1R. As a result, the Gibbs free energy of the solid
solution is lower than the Gibbs energy of the intermetallic compounds; therefore, a solid solution is
predominantly formed. Moreover, the melting entropy of the individual elements present in the
alloy (Table 1) is lower compared to the mixing entropy of the five-component system, which is
13.38 J/K mol, which causes the formation of a simple crystalline structure of a solid solution.

3. Microhardness of coatings

We used the HVS-1000A microhardness tester. The results of measurements of coatings
CrNiTiZrCu are given in table. 2.

Table 2 - Microhardness of CrNiTiZrCu Coating in Argon and Nitrogen

Microhardness 1 2 3 4 5 6 7 8 The average
HV, in argon 839 909 864 842 | 967 | 753 | 821 902 886
HV, in nitrogen 897 899 899 863 | 879 | 887 | 966 962 888

The microhardness (HV) of the CrNiTiZrCu coating in the medium of argon and nitrogen did
not change. This means that nitrogen does not form part of the coating. Compare the data Table 2
with the data on highly entropic alloys (Table 3).

Table 3 - Microhardness of high-entropy alloys [2]

Alloys Initial hardness Alloy har@ness after
cast alloys, HV annealing, HV

CuTiVFeNiZr 590 600
AlTiVFeNiZr 800 790
MoTiVFeNiZr 740 760
CuTiVFeNiZrCo 630 620
AlITiVFeNiZrCo 790 800
MoTiVFeNiZrCo 790 790
CuTiVFeNiZrCoCr 680 680
AlTiVFeNiZrCoCr 780

MoTiVFeNiZrCoCr 850 890
Stainless steel 410 362
The microhardness of our coating CrNiTiZrCu 888 888

It turned out that these cast materials, along with characteristics typical of metal alloys, had
unique and unusual properties inherent, for example, to cermets: high hardness and resistance to
softening at high temperatures, dispersion hardening, positive temperature hardening coefficient,
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and high level of strength characteristics at elevated temperatures, attractive wear resistance,
corrosion resistance and a number of other properties. It is worth paying attention to the fact that,
even at high temperatures, the alloys did not lose their sufficiently high mechanical properties,
which significantly exceeded the properties of traditional widely used alloys and mainly consisted
of simple bcc and fcc phases. After annealing, the alloys retained high hardness, corrosion
resistance, oxidation resistance, and a number of other properties. Comparative data on the values
of hardness (HV) of high-entropy equiatomic and traditional alloys (using typical high-strength
stainless steels and alloys of nickel, cobalt, or titanium) in the initial state and after annealing are
given in table. 3. The microhardness of our CrNiTiZrCu coating is not inferior to highly entropy
equiatom alloys.

4. Wear resistance of coatings

To solve these problems, an effective method of testing for microabrasive wear is applied by
applying a rotating steel ball to a flat sample with the addition of an emulsion containing abrasive
particles. At the point of contact, a spherical crater is formed - a calotte, therefore the device for
providing this type of test was called a calotester (Fig. 5).

Fig.5. A device developed by us for testing materials and coatings for microabrasive wear

The results of studies of coatings are shown in table 4.

Table 4 - Wear resistance of CrNiTiZrCu coatings

Sample wear (weight in grams) 30 min each
Before 15.14852 15.14857 15.14859 15.14856 The average 15.148566
After 15.14745 15.14763 15.14759 15.14759 Difference 0.000986

Tab.4 shows the wear resistance of the coating CrNiTiZrCu ~3+10™* g/min, which corresponds
to wear-resistant coatings. The mass was measured on a torsion balance with an accuracy of
0.0001 g.

5. Tribological features of CrNiTiZrCu coatings

CrNiTiZrCu was sprayed on a stationary sample for an hour with a reference voltage of 150
and 250 volts for an hour in a constant power mode of 1.5 kW. Sample No. 25 in nitrogen and
sample No. 39 in argon. The friction coefficients were measured on the setup we developed [13].
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Table 5 - Friction Coefficients for Copper and Aluminum

coating _ on copper ___on alurpinum
friction coefficient error friction coefficient error
CrNiTiZrCu in argon 0.041 0.006 0.066 0.002
CrNiTiZrCu in nitrogen 0.057 0.001 0.077 0.004

High-entropy CrNiTiZrCu coatings turn out to be anti-friction, which in all probability leads to
energy savings.

Conclusion

Synthesis of a high-entropy alloy by mechanical alloying is more economically advantageous than
remelting in a vacuum cast samples. We continue to study the CrNiTiZrCu coating on the details of
machines and mechanisms, but the preliminary results look encouraging.
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STUDY OF SYNERGISTIC EFFECT OF MECHANICAL ACTIVATION
AND HIGH PRESSURE AND HIGH TEMPERATURE SINTERING
ON THE STRUCTURE OF THE MATERIAL BASED ON BORON NITRIDE
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The paper considers the results of the research of the material based on boron nitride after
mechanical activation and high pressure and high temperature sintering of hexagonal boron nitride. It is
shown, that the structure and phase composition of the resulting material strongly depend on the
technological route and the material synthesis conditions. The subsequent chemical purification of the BN
powder after mechanical activation leads to a decrease in the content of the hexagonal boron nitride
phase. High pressure in the sintering process promotes the formation of material based on cubic boron
nitride with a crystallite size of about 50 nm. The additional modifying of boron nitride by aluminum in
combination with the second mechanical activation decreases the sintering pressure from 7.7 to 5.5 GPa.
At the same time, it leads to the cubic boron nitride grain growth due to the recrystallization process.

Keywords: nanocrystalline boron nitride, mechanical activation, chemical purification, modifying, high
pressure and temperature, sintering.

Introduction

Synthesis of nanostructured ceramics based on dense modifications of boron nitride (BN)
(wurtzite and cubic BN) is an important material science task, since the transition to the nanometer
range of grain size for such materials implies an increase in their hardness and wear resistance and
improves the performance of tools based on them [1]. Developed methods for producing of
nanostructured super hard materials (SHM) based on cubic BN (cBN) by sintering of ¢BN
nanopowders or by phase transformation of graphite-like (hexagonal) BN (hBN) or wurtzite BN
(wBN) into cBN require an application of pressures over 8 GPa. That significantly limits the
synthesis process of nanostructured STM based on cBN in practice [2].

It is known that preliminary mechanical activation (MA) of graphite-like BN leads to a
decrease in the temperature of cBN synthesis under conditions of high pressures and temperatures
in comparison to the inactivated hBN [3]. On the other hand, the use of mechanically activated hBN
powders is accompanied by an increase in the dispersion of the synthesized cBN phase due to an
increase in the number of crystallization centers in BN during MA [4]. The aim of this work is to
study of the synergistic effect of MA and high pressure and high temperature (HPHT) sintering of
hBN on the structure of composite material on its base.

1. Starting materials and research methods

The hBN powder with the particle sizes within 5-100 pm is used as the initial material.
Mechanical activation of the hBN powders is carried out in the planetary ball mill PBM AGO-2
(Novic, Russia) in an argon atmosphere at a drum rotation speed of 1000 rpm for 10 min. Steel balls
of 5 mm diameter were used to achieve the ball-to-powder ratio of 20:1. Before the HPHT
treatment, the BN powders after MA are purified from hBN by etching in a NaOH melt at 340°C,
with adding 10% aqueous HCI solution, and subsequent washing in distilled water and drying. The
HPHT treatment of powder mixtures after MA is carried out in a HPA of the "anvil with a hollow"
type in the pressure range of 2.5-7.7 GPa and in the temperature range of 1000-2000 °C.
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The study of the powder after MA is carried out with a high-resolution scanning electron
microscope (SEM) Mira equipped with an electron backscatter diffraction (EBSD) detector (Tescan
Co, Czech Republic). The morphology of the surface fracture of the obtained samples is studied
with the atomic force microscope (AFM) NT-206 (MicroTestMachines Co, Belarus) in contact
mode. Crystallographic studies of the samples are carried out with the EBSD method. X-ray powder
researches are performed with a Bruker D8 ADVANCE diffractometer (Germany) in Cu-Kq
radiation. The study of specific surface is carried out with the BET methodusing analyzer SA 3100
(Beckman Coulter, USA). The Vickers microhardness of the samples is measured using a Buehler
Micromet-II microhardness testing machine (Switzerland) at a load of 200 g.

2. Experimental part. Discussion of the results

2.1. Mechanical activation of the hBN powder

It is shown in [5] that during processing of hBN powder in the attritor the BN substructure
transforms from crystalline to nanocrystalline and amorphous occurs. During MA of hBN for 4
hours, the BN powder with sizes of 30300 nm is synthesized, however the long MA duration
results in the contamination of the BN powder [6]. Mechanical activation of the hBN powders in
PBM leads to a partial decomposition of hBN and a decrease in boron and nitrogen content in it,
and with increasing processing time the B,O; content increases due to the oxidation of released
boron. MA of the hBN powders in PBM promotes the formation of round-shaped agglomerates
with a size in the range of 0.5-2 um, consisting mainly of separate particles with a size in the range
from 50 to 200 nm (Fig. 1). According to X-ray analysis data, the main phase of the powder after
MA in PBM is hBN [7].
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Fig.1. SEM images of the hBN powder after MA in the PBM: x 20 000(a); x 80 000 (b)

X-ray diffraction analysis of the hBN powder after MA in PBM for 10 min shows the
formation of high-pressure phases wBN and ¢cBN (Fig. 2). A further increase in the MA duration
does not lead to an increase in the intensity of reflexes of cBN. On the contrary, an increase in the
intensity and MA time leads to the reverse process of the hBN formation [6, 8]. The subsequent
chemical purification of the mechanically activated BN powders results in a decrease in the mass of
powders to 5-20 wt. %.

Chemical purification allows to affect different phases of BN selectively: the hexagonal phase
is less resistant to the aggressive action of NaOH and HCI under high temperature, therefore it is
more strongly etched compared to ¢cBN, and it is manifested in a sharp decrease in the intensity of
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the (002) hBN reflex on the X-ray pattern. At the same time, after chemical purification the
intensity of the (111) ¢cBN reflex practically does not decrease as compared to the powder before
chemical purification. The specific surface of the powder after chemical purification increases up to
values of 100-120 m*/g [9].
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Fig. 2.X-ray diffraction patterns of the hBN powder after MA
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2.2. HPHT sintering at the pressure of 2.5 GPa of the BN powder after MA and
chemical purification
Sintering of the BN powder after MA at the pressures of 2.5 GPa in the temperature range of

1000-1300°C leads to the formation of compact material based on plate polyhedral crystallites of
BN with a size of ~ 0.1-0.5 um (Fig. 3 a).
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Fig.3. Structure of the compact material based on boron nitride after MA,
chemical purification and sintering under pressure of 2.5 GPa and temperature of 1300°C:
AFM image of the surface (a); X-ray diffraction pattern (b)

X-ray analysis of the material after the HPHT treatment shows the presence of the hBN, wBN
and cBN phases, as well as the compound B;3;N;Clg which is formed in the material as a result of
interaction between BN phases and HCI (Fig. 3 b). An assessment of crystallite sizes (coherent
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scattering regions, CSR) of the formed phases shows that CSR is 50 nm for the hBN and cBN
phase, and 40 nm for B3;N;Clg phase.

c
Fig.4. Crystallographic studies of the sintered samples based on hBN after MA, chemical purification and
sintering at 2.5 GPa: orthorhombic BN phase (a); hexagonal BN phases (b, ¢); tetragonal BN phase (d)

Table 1. The parameters of the crystal structure of synthesized BN phases.

b
Space group: 69 Space group: 164 Space group: 186 Space group: 134
Laue group: 3.0mm Laue group: 7.3m Laue group: 9.6/mmm Laue group: 5.4/mmm
Ortorhombic syngony Hexagonal syngony Hexagonal syngony Tetragonal syngony
Unit cell length, A Unit cell length, A Unit cell length, A Unit cell length, A
a b c a b c a b c a b c
2.50 | 4.34 3.35 2.51 | 2.51 | 6.69 2.52 1252 6.70 8.63 | 8.63 |5.13
Unit cell angles, Unit cell angles, Unit cell angles, Unit cell angles,
grad grad grad grad
90°  [90° [90° 90° [ 90° [ 120° 90° [ 90° | 120° 90° [ 90° | 90°
Composition, Composition, Composition, Composition,
atom % atom % atom % atom %
B50 [N50 B50 | N50 B50 | N50 B96.5 |N3.5
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The analysis of the sintered material by the EBSD method shows, that along with the BN
phases indicated above, there are the BN phases of the orthorhombic, hexagonal and tetragonal
syngonias (Fig. 4, table 1). An increase in the temperature of the HPHT treatment above 1500°C at
pressure of 2.5 GPa leads to the formation of the hBN phase. The Vickers microhardness of the
obtained material is 7-10 GPa.

2.3. HPHT sintering of the BN powder after mechanical activation at the
pressure of 7.7 GPa

According to X-ray analysis data, increasing the sintering pressure of mechanically activated
BN powders up to 7.7 GPa and temperature up to 2000°C allows forming the material mainly based
on the cBN phase. According to the AFM data, the obtained composite material has a grain
microstructure with the grains of predominantly equilibrium shape and 0.4-0.6 um in size (Fig. 5 a).
Larger grains more than 1um, formed as a result of the high-temperature recrystallization (Fig. 5b)
are also found.

Fig.5. The structure of the cBN-based nanostructured material obtained from hBN after MA and HPHT at
the pressure of 7.7 GPa: a general view [9] (a); recrystallized ¢cBN grains (b)

2.4, HPHT sintering of the mechanically activated Al-modified BN powder

The use of additives activating the sintering of the cBN powder is of practical interest, because
it leads to a decrease in the parameters (first of all, pressure) of the material sintering as compared
to the sintering process without additives, and it is especially important in the case of the
submicron- and nanopowders of cBN. Aluminum is often used as an activating additive for
sintering the cBN powders under HPHT [10]. In addition, Al has catalytic properties and stimulates
the phase transformation of hBN to cBN.

It is known [11] that the synthesis of cBN powders depends on the kinetics of dissolution of
hBNin metal melts, i.e. on the degree of activity of its crystallite latter. For example, in [12] it is
shown that electron beam processing of hBN+5% Al powder accelerates the phase transition of
hBN into ¢cBN and provides maximum values of compressive strength, microhardness and density
of the cBN compacts. The activation of hBN+Al system is also possible with the "pumping" of
mechanical energy into them. To improve the interaction between the hBN and Al during both MA
and HPHT processes, it is suggested [13] to modify with Al mechanically activated hBN powder by
the chemical-thermal method, and to apply the second MA again after modifying.

The chemical-thermal modifying of BN powder by Al after MAis high temperature processing
at 900°C in adeoxidizing atmosphere in the presence of aluminum-containing compounds, was
carried out at 900°C during 2 hours. After MA the chemical purification of BN powder was also
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performed as described earlier. After the chemical purification, modifying and re-activation in the
PBM the BN powder is dense aggregates based on round and polyhedral particles with a size of 50-
100 nm (Fig. 6). The specific surface area of the powder measured by the BET method is 103.2 m*/
g, that is within the range for the chemically purified BN powder after one-time MA [7, 9].

HPHT sintering of the mechanically activated Al-modified BN powder was performed at the
pressure of 5.5 GPa and temperatures of 1650-2000 °C. As a result, it has been found that a material
on the basis of polyhedral cBN grains larger than 1 pm are formed. In the material it can also be
observed the cBN grains up to 5 pum in size, which are formed as a result of collective
recrystallization. The structure of the material is characterized by the presence of nanopores, there
are separate micropores with a size of 1-3um (Fig. 7). Some of cBN particles after recrystallization
represent discs with the diameter of 3-5 um and the thickness up to 1 um.

SEMHV:2000KV WD 134620 mm “MIRAY TESCAN
View field: 38.72 ym  Det: SE Detector 10 pm H
PC: 11 SEM MAG: 5.00 kx Digital Microscopy Imaging n

SEMHV:20.00kV  WD: 14.8190 mm L0 1 .1 MRAWTESCAN
View fleld: 3472pm  Det: SE Delector 1 pm
PC: 11 SEM MAG: 50.00 kx

-
Digital Microscopy Imaging n

Fig. 6. SEM image of the morphology of the BN Fig. 7. Fracture of the polycrystalline material on
powder after MA, chemical-thermal modifying by the basis of cBN sintered at the pressure of 5.5
Al and repeated MA in the PBM GPa and the temperature of 2000 °C

Along with ¢cBN, in accordance with X-ray diffraction analysis in the sintered material there
are the hBN phase, aluminum oxides Al,O3, AlO, aluminum oxynitride AlyO3;N7, aluminum boride
AlIB,, and boron oxide B,0; as well. The formation of oxides during the sintering can be explained
by the oxygen adsorbed on the BN surface in the form of oxygen-containing compounds after
chemical purification and washing the powder in water, as well as the diffusion of container
material CaCO; from the container into the sintering region. The Vickers microhardness of the
material sintered at the pressure of 5.5 GPa and the temperature of 2000 °C is 20 GPa. It can be
concluded that both modifying by Al and the repeated MA activates cBN formation and its
sintering, but at the same time there is the cBN recrystallization. In order to eliminate the cBN grain
growth and preserve the nanostructured cBN it is necessary to increase the pressure while reducing
the sintering temperature.

Conclusion

The synergistic effects of MA, chemical purification, chemical-thermal modifying by Al and
HPHT sintering on the structure and phase composition of BN-based material were studied. The BN
powder after chemical purification, modifying by Al and re-activation represent the dense
aggregates based on nanoparticles with a size of 50-100 nm. The specific surface of the BN powder
in this case is equal to 103.2 m%/g.
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In the material obtained at the pressure of 2.5 GPa and at the temperature range of 1000-
1300°C there are the BN phases of orthorhombic and tetragonal crystallographic systems along with
the hBN, wBN and cBN phases. Increasing the pressure of the HPHT sintering of the mechanically
activated BN powders up to 7.7 GPa and the temperature up to 2000 °C allows to obtain the
material mainly on the basis of the cBN phase with cBN crystallite size of about 50 nm. The
chemical-thermal modifying by Al in combination with repeated MA makes it possible to activate
HPHT sintering of BN powders at lower pressure of 5.5 GPa. In this case the size of the cBN grains
increases up to 5 um due to recrystallization of ¢cBN.
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Electron microscopic studies of the phase composition, morphology, and defect structure of
lithium-titanium ferrite powders and ceramic samples sintered under conditions of radiation-thermal
and thermal effects were carried out. Radiation-thermal sintering of ferrite samples was carried out by
irradiating the work pieces with a pulsed electron beam with energy of (1.5-2.0) MeV using the electron
beam accelerator. The beam current in the pulse was (0.5—0.9) A, the irradiation pulse duration was
500 us, the pulse repetition rate was (5—50) Hz, and the work piece heating rate was 1000 °C/min. The
samples were irradiated in a box of lightweight fireclay with a bottom thickness of 15 mm. The
microstructure studies were conducted by the methods of electron diffraction microscopy in the light
using an electron microscope. It was shown that the most probable model of radiation intensification of
the sintering process of ferrites can be the mechanism of radiation retardation of dislocations upon
heating, which are formed during the decomposition of subgrain boundaries in grains of intermediate
phases of ferrite.

Keywords: lithium-titanium ferrite, powder, sintering, electron beams, electron microscopy, morphology,
phase composition, defectiveness.

Introduction

The most universal requirement for the microstructure of ferrites is the condition for the
maximum density of the material and the equigranularity of its structure [1, 2]. For complying with
these requirements, at economically reasonable firing times, several methods to increase the activity
of sintering processes were developed. This is the two-stage introduction of the components, the
pre-blending of ferrite with a ferrite powder of the same composition, the presence of a liquid
phase, forced sintering, and the application of ultrasound to the sintering process [1, 3-9]. In recent
years, the usage of the effects of ionizing radiation fluxes in the preparation and modification of
materials was developed. Of the variety of ionizing radiation in radiation materials science, the most
widely used are the flows of accelerated electrons. This is due, firstly, to the progress of accelerator
technology, the creation of relatively small but powerful electron accelerators.

Secondly, electron beams have convenient geometric characteristics, wide opportunities to
control the irradiation regime, do not create induced radioactivity, have a lower cost in comparison
with other sources of ionizing radiation, and have a high efficiency of converting electricity to
electron beam energy.

The first works on the implementation of solid-phase transformations in inorganic materials
using high-temperature electron irradiation were studies on the synthesis of cement clinker [10, 11],
hexagonal barium ferrite [12] and lithium ferrite [13], as well as sintering under such specific
conditions of europium oxide [14], alumina-containing blends [15] and ferrite compacts [16-18].
Sintering was most fully studied under the conditions of combined exposure to high temperatures
and intense electron flows [19]. The regularities of ferrite compacts compaction were established
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[20]. In particular, multiple increases in the compaction rate of lithium-titanium ferrite compacts
under such sintering conditions were shown [13, 21]. Microscopic methods have been used to study
in detail the formation of a microstructure under conditions of such kind of processing [22].

In this case, the question remains open about the features of the formation of the magnetic
characteristics of ferrites. Data on phase transformations in ferrites during radiation-thermal (RT)
sintering are important and productive. For that purpose in this work was used electron microscopy
to study the features of phase transformations of ferrite ceramics sintered under RT conditions. The
inapplicability of the X-ray phase analysis method for lithium ferrites is due to the overlapping of
the main phase lines LiFesOg, LiFeO,, Fe;04.

1. The object of the study and experimental technique

In this work powders of lithium-titanium ferrite synthesized from a mechanical mixture of
oxides and carbonates containing: Li,CO; — 11.2 wt.%; TiO, — 18.65 wt.%; ZnO — 7.6 wt.%;
MnCOs — 2.74 wt.%; remain — Fe;,O3 were used. After weighing the components according to the
recipe, they are jointly ground and mixed in a vibratory mill for 1 h, after adding to the mixture of
distilled water in the ratio (by weight) the mixture: water, equal to 1: 2. After the vibratory mill, the
mixture is dried at 80 °C under normal atmospheric pressure for 24 hours and then wiped through a
0.7 sieve. Distilled water is introduced into the obtained powder in an amount of 10% by weight of
the powder and briquetted. Briquettes are heated in thermal furnaces at a speed of 200 °C/h to
900 °C, maintained at this temperature for 6 hours, cooled to room temperature, after which they are
crushed, ground and sieved through a 0.9 sieve.

After repeated grinding in a vibration mill for 45 minutes, Bi,O; dissolved in concentrated
nitric acid in suspension (0.22 wt.%) Is added to the powder and mixing is carried out in a ball mill
for 4 hours. Determination of the quality of the powder is carried out according to the method
developed by our scientific group. For preparing a press powder, a 10% solution of polyvinyl
alcohol in an amount of 12 wt.% of the charge, and the resulting mass is alternately wiped through a
sieve of 0.7 and 0.45. Press-samples for studying sintering processes are made by cold unilateral
pressing in the form of tablets (diameter 15 mm and thickness 2 mm). The pressing pressure is
selected, as a rule, experimentally for each specific ferrite composition according to the established
dependence of the bulk density p of the samples on the pressing pressure P.

Pressing pressure varied within (25-500) MPa. Sintering of the press-samples was carried out
in a thermal furnace at 1100 °C for 30 min in an air atmosphere at a heating rate of 900 °C/min.
Such a high speed is achieved by introducing press samples into a furnace heated to a
predetermined temperature.

It has been established that at pressing pressures below 40 MPa, the press samples are
characterized by low density, and at pressing pressures of more than 250 MPa, the samples have
cracks and delaminations (the phenomenon of repressing). Thus, the most optimal pressing
pressure, which provides an acceptable density of both raw and sintered samples, is in the range
(110-200) MPa. The following pressing mode was used in the work: P = 130 MPa, the exposure
time of the material under pressure 1 min; and two modes of sintering of press samples: radiation-
thermal (RT) and thermal (T).

RT-sintering was carried out by irradiating the workpieces with a pulsed electron beam with
energy of (1.5-2.0) MeV using the ILU-6 accelerator. The beam current in the pulse was (0.5-0.9)
A, the irradiation pulse duration was 500 ps, the pulse repetition rate was (5-50) Hz, and the
workpiece heating rate was 1000 °C/min. The samples were irradiated in a box of lightweight
fireclay with a bottom thickness of 15 mm. On the irradiation side, the box was covered with a
radiation-transparent tread of mass thickness 0.1 g cm™ . The temperature was measured by a control
sample placed close to the sintered blanks. Sintering in thermal furnaces (T-sintering) was carried
out in a preheated chamber electric furnace, which provided a heating rate comparable to the rate of



28 ISSN 1811-1165 (Print), 2413-2179 (Online) Eurasian Physical Technical Joumal, 2020, V0l.17,No.1 (33)

radiation heating. The cell design and temperature control technique are similar to those used in RT-
sintering. Both sintering modes were carried out in the air.

The studies were conducted by the methods of electron diffraction microscopy in the light
using an electron microscope of the EM-125K brand at an accelerating voltage of 125 kV. The
phase composition of the analyzed materials was determined by indicating microelectron diffraction
patterns of objects. Due to the fact that the diameter of the microdiffraction analysis zone did not
exceed 0.7 pm, the method is local and allows the phase analysis of individual grains and subgrains.

The morphology and defective structure of the material were studied by the bright field method
obtained by direct passage of an electron beam through a thin sample, as well as by the dark field
method, when the image of the material structure is formed in one of the diffracted electron beams.

3. Results and discussions

Indication of electron diffraction patterns (taking into account the chemical composition of the
samples) showed that the studied material is a complex multiphase product. The phases based on
LiFeO, (cubic lattice, a = 4.1588 A), LiFesOg (cubic lattice, a = 8.337 A), and FeTiO; (hexagonal
lattice, a = 5.075 A, ¢ = 14.06 A) are confidently identified. The relative phase content was
determined by indicating microelectron diffraction patterns and counting the number of contacts of
the planes of the above phases in microelectron diffraction patterns. Phase analysis showed that the
phase ratio is determined by the heat treatment of the material (Table 1).

Thus, in the initial powder, the total content of the LiFeO, and FeTiOs phases is 1.41 times
higher than the LiFesOg phases. After heat treatment of the compacted powder in an electron beam
(RT-sintering regime), on the contrary, the content of the LiFesOg phase is 1.5 times higher than the
content of the LiFeO, and FeTiO; phases. Thermal sintering in the furnace also increases the
relative content of the LiFesOg phase, but despite the twice as long heating time, this increase is not
so significant compared to the RT sintering regime.

Table 1. Relative content of the main phases in Li—Ti ferrite

Initial Powder after heatin Ceramic sample Ceramic sample sintered
Phase der V;’t 1373K.2 h & | sintered in T-regime at | in RT-regime at 1373 K,
powde . 1373K,2h 1'h
LiFesOq 0.42 0.46 0.50 0.60
LiFeO, 0.29 0.16 0.05 0.04
FeTiO; 0.29 0.38 0.45 0.36
LiFeO, + FeTiOs
LiFesO; 1.41 1.18 1.0 0.67
LiFeO;
—FeTiO3 1.0 0.43 0.1 0.1

Powder heating also leads to a change in the ratio of LiFeO, and FeTiO; phases towards a
decrease in the relative fraction of LiFeO,. In the compacted state of the sample, this process
proceeds more intensively and does not depend on the sintering method. Take into account the
complex component composition of the mixture from which the powder was synthesized, it should
be assumed that the identified phases are in fact solid solutions of Zn, Mn and Ti. This is evidenced,
in particular, by our measurements of the Curie temperature of ferrite, which turned out to be 530
K, which corresponds to solid solutions of lithium ferrites [23]. Morphological analysis of the
structure of ferrites was carried out on photographs with electron microscopic images of the
structure. Two morphological varieties of grains were established: polycrystalline aggregates
(Figure 1a, 1b) and single-crystal particles.
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Fig.1. Polycrystalline aggregates of ferrite powder before sintering:
a —the structure image; b — the structure electron diffraction pattern

Both aggregates and particles have a very diverse shape with average grain size (0.5-0.8) um.
The sizes of the subgrains of polycrystalline aggregates are (0.02—0.07) um. Most single-crystal
particles have an almost perfect structure, however, in some cases, polygonal dislocation networks
were observed inside the particles. Local phase analysis of individual grains revealed that before
heating, the LiFeO, and FeTiO; phases are represented as polycrystalline aggregates, while it was
found that the FeTiOs phase (Figure 2a) has a fine-grained structure compared to LiFeO, (Figure
2b). So, in the first case, the average size of subgrains is (0.02-0.04) um, in the second — (0.04—
0.07) um. The LiFesOg phase is a single crystal particle. In some cases, under certain diffraction
conditions, a domain structure can be observed inside such particles. Grains that are polyphase
aggregates were rarely found (Figure 3). In this case, reflections from all the above phases are
simultaneously present in the microdiffraction pattern.

Fig. 2. Electron microscopic images of ferrite powder before sintering:
a — the phase FeTiOs; b — the phase LiFeO,
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In some cases, under certain diffraction conditions, a domain structure can be observed inside
such particles. Rarely found grains, which are polyphase aggregates (Figure 3). In this case,
reflections from all the above phases are simultaneously present in the microdiffraction pattern. The
morphological state of the LiFesOg phase has high thermal stability: under all processing
conditions, it is observed only in the form of single-crystal particles. The morphology of the LiFeO,
and FeTiO; phases depends on the processing method. So, in the case of a loose powder, the
subgrain structure coarsens to an average grain size of 0.09 um. Thermal sintering of the pressed
powder leads to an almost complete transition of polycrystalline aggregates (Figure 4) into single-
crystal particles (Figure 5) (the ratio of the two types of structures is 9:1).

a b
Fig.3. Polyphase aggregates of ferrite powder before sintering:
a — the structure electron microscopic image; b — the structure electron diffraction pattern

a b
Fig.4. Polycrystalline compressed powder aggregates:
a — the structure electron microscopic image; b — the structure electron diffraction pattern

Sintering of the pressed powder by an electron beam eliminates polycrystalline aggregates with
an ultrafine grain structure; only a coarse-grained structure is observed in ceramics. Grains formed
in the process of destruction of the polycrystalline structure have a large block structure and a
dislocation structure. In this case, in contrast to T-sintering, in grains after RT-sintering, a higher
number of dislocations remain. A characteristic feature of ceramic materials (unlike powders) is the
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presence of a large number of polyphase grains (Figure 6). Moreover, judging by the intensity of
reflections in microdiffraction patterns, after thermal sintering, the phases LiFeO, and FeTiOs3 have
advantages in such grains. After RT sintering, the total content of these phases is compared with the
amount of LiFesOg phase.

a b
Fig.5. Single-crystal particles of ferrite ceramics after T-sintering for 3 hours at 1373 K:
a — the structure electron microscopic image; b — the structure electron diffraction pattern

From the presented results, it follows that the initial powder used for sintering ceramic
products is in a state of incomplete ferritization, since, along with the magnetic phase of LiFesOs,
the intermediate phases of synthesis, LiFeO, and FeTiO;, are present in the powder. Such a
structure of powders increases the sintering rate due to the high level of imperfection of the initial
powder grains and is therefore widely used in ceramic technology [24-40].

b
Fig.6. Polyphase grains of ferrite ceramics after RT-sintering for 3 hours at 1373 K:
a — the structure electron microscopic image; b — the structure electron diffraction pattern

From this point of view, we are interested in the differences in the morphology of the main
(LiFesOg) and intermediate (LiFeO,, FeTiOs3) phases: the excessive defectiveness of the LiFeO, and
FeTiO; phases in the form of subgrain boundaries is apparently a significant factor in the increased
activity of the initial powder. The chemical interaction between LiFeO, and FeTiOs; with the
formation of a solid solution based on LiFesOg occurs more intensively on compressed samples and
using RT exposure (Table 1). The consequence of this effect is an increase in the number of grains
with a mixed phase composition.
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Considering the nature of the RT effect, it is necessary to pay attention to the increased activity
of the decay of subgrain boundaries in the intermediate phases under the conditions of electron
irradiation. The consequence of this decay is the enrichment of the grain volume by dislocations,
which, as is known, accelerates the diffusion processes of mass transfer. Higher content of
dislocations in the irradiated material may be due to their radiation deceleration upon heating due to
violation of the potential relief of the slip planes by point radiation defects. The same conclusion
about the mechanism of RT activation of sintering of Li—Ti ferrites was made when analyzing the
kinetic dependences of compaction of billets under similar irradiation conditions.

Conclusion

Based on the results of electron microscopy studies of the phase composition, morphology, and
defective structure of Li—Ti ferrites, the following conclusions can be drawn:

— the studied material in the initial and sintered states is a multiphase mixture consisting of
solid solutions based on compounds LiFeO,, FeTiO3; u LiFesOg;

— relative phase content is determined by the processing mode of the material;

— two morphological varieties of grains - polycrystalline aggregates with an ultrafine
structure and single-crystal particles were revealed. By local diffraction analysis, it was found that
the phases LiFeO, and FeTiO; have a polycrystalline structure; the LiFesOg phase is presented in
the form of single-crystal particles;

— the thermal effect on the powder or the billet leads to the destruction of polycrystalline
aggregates with the formation of large-block grains, inside which a dislocation structure is
observed;

— sintering of the press blanks with an electron beam enhances the destruction of the
nanograin structure, helps to preserve the dislocation substructure in the grains, and intensifies the
processes of powder deferritization;

A probable model of the RT effect in Li—Ti ferrites can be the mechanism of radiation
retardation of dislocations upon heating, which are formed during the decay of subgrain boundaries
in grains of intermediate ferrite phases.
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Since carbon nanofibers comprise a continuous reinforcing with high specific surface area,
associated with the fact that they can be obtained at a low cost and in a large amount, they have shown
to be advantageous compared to traditional carbon nanotubes. The main objective of this work is the
processing of carbon nanofibers, using polyacrylonitrile (PAN) as a precursor, obtained by the
electrospinning process via polymer solution, with subsequent use as a reinforcement in polymer
composites. The paper reports the fabrication and characterization of PAN nanofibers by
electrospinning and further development of the as-spun PAN nanofibers into carbon nanofibers. PAN
nanofibers as a precursor of carbon nanofibers with diameters in the range of 100-500 nm were
prepared by electrospinning of PAN/DMF solution. The aligned electrospun PAN nanofibers first
stabilized in air at temperature 250°C for 1 hr. We also investigated several carbonization procedures
by varying final carbonization temperatures in the range from 600-900°C in argon atmospheres and the
carbon nanofibers were successfully obtained at 700°C and 1 hr. Morphologies of PAN, stabilized and
carbonized nanofibers were investigated by scanning electron microscopy (SEM). The results obtained
from SEM showed that the average diameter of the stabilized and carbonized PAN nanofibers was
significantly reduced.

Keywords: electrospinning, nanofibers, polyacrylonitrile, dimethylformamide, scanning electron
Microscopy.

Introduction

Interest to nanofibers caused by the fact that the mechanical properties of materials such as
tensile strength, tear strength, bending and compression, the elastic modulus increase with
decreasing fiber diameter and reach a theoretical limit when reaching the nanoscale. This is due, on
the one hand, to a decrease in the concentration of extended defects in the nanofiber, and on the
other hand, to a change in the physical properties of the nanofiber material itself due to the
contribution of the surface. This effect is valid for any nanomaterials, since the surface of any
material is a special two-dimensional ordered state. In the case of polymer nanofibers, the
dimensional effect can also be manifested in the volume properties as a result of additional
interaction between the polymer molecules caused by their orientation, when the fiber diameter
becomes comparable to the length of the molecule [1]. One of the methods for producing nanofibers
is the formation of fibers from polymer solutions under the action of an electrostatic field. This
method combines hardware simplicity, high performance and scalability of the process from the
laboratory installation to the elements of the industrial conveyor [2-5].

The paper presents the results of investigations by scanning electron microscopy of nanofibers
based on polyacrylonitrile (PAN) synthesized by the method of electrospinning.

1. Experiment details

The solution was prepared using PAN powder (Mw: 150000) and dimethylformamide. In order
for the powder to be completely dissolved, the solutions were mixed together and thoroughly mixed
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on a magnetic stirrer for 30 minutes at a temperature of 80°C. Figure 1 shows a diagram of the
installation of electrospinning. The laboratory unit consists of a high-voltage source, a special
syringe pump, a collector that can rotate and supply additional voltage for more efficient collection
of fibers, a syringe holder and the syringe with a metal needle connected to a high-voltage source. A
polymer solution is placed in the syringe, which is then pumped out at a controlled speed through
the needle. When a high voltage is applied to the liquid needle, the liquid jet breaks off from the
surface of the drop and collects on the collector in the form of fibers. A series of experiments was
carried out in which the distance from the needle to the collector (20 cm) and the supplied voltage
(16 kV) remained constant, the experiment duration was 3 hours, and the ratio of PAN and DMF
concentrations varied from 6% to 10% in 2% increments.

syringe pump syringe pump

oooao

needle tip / N

Taylor cone —

@E £ fiber

flat collector rotary

collector

I

undirected drawing  directed drawing

Fig.1. General scheme of the installation for the synthesis of nanofibers

In the second stage of the experiment, the synthesized fibers were dried in air before they were
stabilized. Portions of samples were selected for heat treatment. For the stabilization process, the
sample was placed in a horizontal three-zone tube furnace. The stabilization temperature was
determined experimentally. The optimal stabilization temperature is 250 °C. Further, the samples
were carbonized at a temperature of 700°C in an argon atmosphere (500 mbar). The carbonation
temperature was also determined experimentally. The obtained samples were examined by the SEM
method. The study of the samples was conducted at the National nanotechnology laboratory of open
type with a microscope Quanta 3D 200i.

2. Results and discussion

To determine the effect of the parameters of various stages of the experiment on the diameters
of nanofibers, histograms of the distribution of diameters were constructed. Figure 2 shows the
picture, the SEM image and the histogram of diameters distribution of the synthesized carbon
nanofibers a value of PAN concentration of 8%. They are shown in different colors: white (after
synthesis), brown (after the stabilization process at a temperature of 250 © C) and black (after the
carbonization process at a temperature of 700 ° C).

From the histogram data, it follows that the sample after synthesis is dominated by nanofibers
with a diameter of 300-400 nm, the average diameter of which is 369 nm. After the stabilization
process, the diameter of the fibers is reduced by a significant number the average diameter size is
298 nm. It is also seen that after the carbonation process, the diameter of the fibers decreases. The
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average size of nanofibers after the carbonation process is 242 nm. Histogram analysis shows that
the distribution of nanofibers by diameter is Gaussian with a mean square deviation of ¢ = 25 nm.
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Fig.2. Photographs, SEM images and histograms distribution of synthesized fiber diameters at the value
of PAN 8 % concentration: a — after synthesis, b — after the stabilization, ¢ — after the carbonation

The results obtained from SEM and distribution of diameters showed that the average diameter
of the stabilized and carbonized PAN nanofibers was significantly reduced. Analysis of literature
data showed that the stabilization and carbonization process carried out significantly at high
temperatures. Experimentally we determined the lower temperature limit for the stabilization and

carbonization process. A series of experiments were carried out for check the repeatability of the
results.

Figure 3 shows the SEM images after carbonation at a temperature of 700°C and a histogram
of the distribution of nanofiber diameters at different values of PAN concentrations.

The results show that as the concentration of PAN decreases, the diameter of the nanofibers
decreases. Thus, it was determined that the optimal concentration value for the synthesis of

nanofibers with a minimum diameter is 6%
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Conclusion

During the research, trial experiments were conducted on the synthesis of carbon fibers by
electrospinning based on PAN. The obtained samples were examined by the SEM method.
According to the SEM analysis, the obtained samples have a homogeneous structure. The resulting
nanofibers have a fairly large diameter spread from several tens to several hundred nanometers.

The optimal PAN concentration was determined for the synthesis of nanofibers with a
minimum diameter. Further research will be aimed at determining the optimal combinations of
technological parameters of synthesis, in order to obtain the necessary carbon nanofibers. For a
more detailed analysis of the structure of the obtained structures, additional studies should be
carried out using the methods of Raman scattering, X-ray fluorescence analysis, and transmission
electron microscopy and electron diffraction.
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Water absorption into cement mortar with different water to cement ratio was studied using
neutron radiography in order to assess the durability and stability of these mortars. While the samples
absorb water, neutron radiography images were acquired regularly as the absorption time elapses. The
time evolution of water front position or penetration depth and the water content distribution along the
flow direction were determined based on the specific differences in the interactions of neutrons with
various components of the cement mortars and absorbed water. The obtained results were discussed in
terms of the capillary theory to obtain the characteristic parameters of water propagation in the cement
mortars. It’s shown that neutron radiography is a powerful method to study a moisture transport in
porous media.

Keywords: cement mortars, neutron radiography, moisture transport, water absorption.

Introduction

Cement mortars are key elements in the construction of building materials, being widely used
in different formulas. The operation time of cement-based mortars and concretes strongly depends
on the presence of water inside these materials [1, 2]. Water transport in porous media such as
cement mortar is a crucial process for their durability and stability [3, 4]. Because of water transport
inside mortars and concretes materials, the chemical aggressive compounds can be penetrated into
them, and accelerate the damage process of these materials [5]. In particular, steel corrosion in
reinforced concrete under the moisture content can lead to the local critical destruction of massive
concrete construction [5, 6]. Therefore, the desire to understand the mechanisms of water absorption
into cement mortars lead to control of this process by using destructive and non-destructive
experimental methods for improving their service life and durability [7-10]. These studies and
obtained results are of high value being a base for optimizing the cement materials formulas if
required. One of the non-destructive methods is neutron radiography [10, 11]. This method is a
powerful tool for non-destructive analysis, which has many applications in the studies of water
absorption and penetration in porous building materials including mortar, concrete, stones, and
bricks [12-15]. Neutron radiography provides additional benefits to study moisture transport and its
spatial distribution inside cement material due to the strong neutron attenuation by the hydrogen-
contained matter like water.

In the present paper, the results of neutron radiography experiments performed on three types
of cement mortars with different water to cement (w/c) ratios are highlighting the time evolution of
waterfront inside the studied cement-based materials.

1. Sample preparation

Cement; Ordinary Portland cement (CEM I 42.5N) was used in the present experimental work.
The cement specific gravity and specific surface area were 3.13 and 3394 cm?/gm, respectively. The
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chemical compositions of cement matrix are listed in Table 1. The initial and the final setting times
were performed according to [16] and the recorded times were 85 min and 240 min, respectively.
Sand; standard sand [17] was used for all mortar samples. Table 2 lists the grading of the
standard sand used. The silica and moisture content of the used sand were not less than 98% and
less than 0.2%, respectively.
Water; Tap water with pH value about 7.2 and complied with the limits of [17] was used.

Table 2.The grading of the standard
sand.

Table 1. The chemical composition of the cement used
for the preparation of cement mortar.

Component Content, % Sieve size, mm % retained,
cumulative
SiO, 19.6771 2 0
CaO 61.138 1.6 7+5
MgO 2.4444 1 33+5
Fe,03 5.6329 0.5 67+5
Al O3 3.879 0.16 87+5
Na,O 0.4269 0.08 99+1
K,0 0.1672
Cl 0.0331
SO; 3.0873
Loss of ignition 3.5003
Total 99.9865

Three mortar mixtures were mixed with different water/cement (W/C) ratios of 0.42, 0.45 and
0.65. The binder to sand ratio was kept constant of 1/3 as listed in Table 3. Each mix was mixed
mechanically according to [17]. After mixing, the mortar was cast in moulds of 40x40x160 mm in
dimension and kept in moist cabin for 24 hours. For each mix, 6 prisms of the dimension of
40x40x160 mm were cast. After that the specimens were demolded and kept in water of
temperature of 25 + 2 C° till the test.

For each fresh mortar mix, the flow test was performed according to [18]. The recorded flow
percentage was measured after the standard number of shaking cycles of 25. Table 3 lists the flow
ratio for the three mixes. It can be noticed that, the W/C ratio has a positively effect on the flow
percentage of the fresh mortar where, the W/C ratio of 0.65 increased the flow to about 735%
compared to that of 0.42 W/C ratio.

Table 3. The results of the tests for flow and compressive strength of samples.

Compressive strength (MPa)
Sample Cement | Sand | Water | Flow (%)
Age of 2 days | Age of 28 days
#1 1 0.42 21.4 26.4 48.0
#2 1 0.45 73.8 22.6 52.8
#3 1 0.65 178.6 14.4 35.0

The compressive and flexural strength tests of the mortar samples were carried out at 2 and 28-
days ages according to [17]. The results of the compressive strength were recorded in Table 3. It
can be noticed that, the lower the water/ cement ratio, the higher the compressive strength for the
two ages of tests.
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2. Experimental methods

Three mortar samples were chosen for the neutron radiography experiments. We introduce the
notation of the studied samples as Sample#1, Sample#2 and Sample#3, which corresponds to
water/cement (w/c) ratios of 0.42, 0.45, and 0.65, respectively. The dry cement mortars were
covered with a special type of acrylic paint from all sides except their ends to prevent evaporation
and to allow water to flow in one dimension during the absorption process.

The experiments of neutron radiography were performed at the neutron radiography and
tomography facility [19, 20] and placed on beamline 14 of the IBR-2 high-flux pulsed reactor.
Neutron radiography images have been collected by a CCD-based detector system with a maximum
field of view of 20%20 cm. The imaging data were corrected by subtracting the camera dark current
image and normalizing to the image of the incident neutron beam using the Image J software [21].

The studied samples were placed in a container with water. The neutron radiography images
were collected with duration of 30 seconds per frame and a delay between frames of 47 sec.
Exposure starts 247 seconds after specimens have been placed in water. For 4.5 hours, the 202
radiography images were collected. Each image corresponds to the time of a duration of the
capillary water transport inside the studied cement mortars. The small cadmium foils were fixed on
the studied cement samples for an additional correction for scattered neutrons.

The basic calculation for the time evolution of the water front positions in the cement mortars
was performed based on previous works [11, 12, 22].

3. Results and discussions

The result of signal generation based on the proposed analytical model (Equation (4)) in the
time and frequency domains are shown in Fig. 2a and 2b. The direct signal propagates over the
shortest distance and has greater energy characteristics than the reflected ones.

Examples of the neutron radiographic images of the cement mortars obtained at different times
of the capillary water absorption are shown in Figure 1. Because the neutron attenuation coefficient
of water is greater due to the large incoherent neutron scattering cross section, waterfront contrasts
well with the cement materials in the neutron radiography images (Figure 1).

It can be seen that the water fronts are irregular and have complex shapes which can be
attributed to the inhomogeneous structure of the samples resulting from manufacturing process and
may be related to surface cracks, which decrease with increasing distance from the surface [11, 12].
As the absorption time elapses, the waterfronts proceed into the samples however, with different
rates.

The water content distributions along the flow direction x as a function of the absorption time
were extracted from the acquired neutron images (simply water profiles,&(x, t)) according to

8(.%, t) ~ ].n(!if?"}*-}‘wetteif)’ (1)
where 1, and 14y +yeneq are total transmitted neutron fluxes (intensities or brightness) for the dry and
wetted sample, respectively.

The procedures used to correct for neutron scattering using Cd strip will be discussed in a
forthcoming paper. A rectangular area was drawn along the flow direction for every image obtained
(Fig. 1). The neutron intensities extracted from the dry and wetted sample images altogether with
Eq. 1 were used to determine the water profiles. The profiles determined for Sample #1, Sample #2
and Sample #3 are shown Figs. 2a, 2b and 2c, respectively.

The results shown in Fig. 2 show that as the absorption time increases, water profiles migrate
into deeper distances in the samples. The process of water absorption into sample #1(w/c=0.42) is
the slowest in comparison with the other samples and it is hardly to recognize any signs of water. At
the largest absorption time (Fig. 2a), sample #1 started to absorb too small amounts of water.
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Fig.1. The neutron radiography images of the cement mortars of Sample #1, Sample# 2 and
Sample#3 for the different exposure times.

On Fig. 1 the gray regions correspond to neutron attenuation in the cement materials. The
darker areas are high neutron attenuate regions of penetrating water. The black stripe is cadmium
foil shadow. The “M”, “W” and “Cd” mark the mortar, water and cadmium materials, respectively.
The yellow bar marks the region used to calculate the water profiles.

It is noticed from the shape of the water profiles for sample #2 (w/c=0.45) and sample#3
(w/c=0.65) that the water contents are slightly decrease with distance along the flow direction till
the water front regions. Additionally, sharp fronts characterize these samples. As the w/c increases,
the porosity increases and hence the water absorption increases [22, 23]. Thus, water absorption by
sample #3 is higher than that of sample #2. Namely, the amount of water absorbed by sample #3 is
higher than that of sample #2.
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Fig.2. Water front profile for Sample: a) #1, w/c=0.42; b) #2, w/c=0.45; c) #3, w/c=0.65

Water front positions (penetration depth) were determined from the water profiles of the
investigated samples. The water penetration into cement mortar samples can be estimated in terms
of the capillary theory [12, 22, 24, 25]. According to this theory the penetration depth (water front
position) as a function of time can be described by means of the following simple equation [10, 11]:

x(t) = B+t )

where x(t) stands for the penetration depth at time t and B is the coefficient of water penetration.
The coefficient of water penetration B was first termed the sorptivity [26]. It lambs the physical
parameters of both the flowing liquid and the porous medium such as viscosity, surface tension
contact angle and the radii of the porous medium [27]. The water penetration depths were
determined from the water profiles. The penetration depth as a function of square root of time in

hours is shown in Figure 3. As can be seen, the water front positions for mortar samples with~/¢
are varied, however, with a different behavior. It is observed that the water penetrated distances for
sample #2 are higher than that of sample#3 — it seems that there is a sudden jump of water inside
sample #2, once water touches its immersed end.

During the initial period of water absorption, water fronts proceed quickly in sample #2 than in
the advanced period. This is indicated by the slopes of the straight fit lines. However, the situation
for sample #3 is different; water absorption during the initial period is slower than the advanced
one. The calculated coefficients of water penetration B for the Sample #2 are 6.18 mm/h'? and 4.48



44 1SSN 1811-1165 (Print), 2413-2179 (Online) Eurasian Physical Technical Joumal, 2020, V017, No.1 (33)

mm/h"? for the initial and advanced periods of water absorption, respectively. The corresponding
values for sample #3 are 7.23 mm/h'?and 15 mm/h'>

24 —

()  sample#2 (wic=0.45)
N <>  sample#3 (wic=0.65)

Water front position (mm)
1

0.4 0.8 1.21[2 16

t (hO.E)

Fig.3. The water front positions versus square root of absorption time for sample
#2 and #3 along with straight line fits

The initial and advanced periods of water absorption characterizing the mortar samples
investigated in this work were previously observed for some mortar samples in [28]. Additionally,
the calculated values of water penetration B lie in the ranges reported in [11, 28]. As the W/C ratio
increases, both the flow percentage of the fresh mortar and water absorption (water penetration B)
increase, however the corresponding compressive strength decreases.

Conclusion

The real-time neutron radiography method and the analytical procedures used have proven to
be effective for studying the processes of moisture transfer in cement mortars. In our research, we
observed that different ratios of water/cement lead to dramatic changes in the mechanisms of
moisture absorption inside the cement mortar samples.

Firstly, it should be correlated with the features of the structure of cement mortars, where an
interface between aggregates and grains of the cement paste can form some dominant ways for the
water penetration. The different interactions between those mortars components lead to damages,
cracks or inner voids in the cement materials. Secondly, the faster water penetration in the first
hours of the experiment corresponds to cracks in the side edges of studied cement mortars because
of the mechanical treatments. These external cracks can be paths of the dominant infiltration of
water into the thickness of the cement mortar, where the described above type of the pores and
capillaries dominants.
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The paper presents the results of a study of the effect of irradiation with heavy Xe" ions with an
energy of 440 keV and irradiation fluences of 10", 5x10", 107 ion/cm’ on the properties of ceramics
based on silicon carbide (SiC). The choice of the type of irradiation and dose load is due to the
possibility of modeling radiation damage to the surface layer with a thickness of 200 nm as a result of
the effect of overlapping defective areas. The scientific novelty of the results obtained consists in
systematic studies of the stability of the mechanical and strength properties of the surface layer of
carbide ceramics to radiation damage. In the course of the studies, it was found that in the case of
irradiated ceramics, the damage depth exceeds the estimated ion mean free path by 20-30%, depending
on the irradiation fluence. The main mechanism of radiation damage is an increase in the dislocation
density of defects and the formation of regions of disordering in the case of large doses. As a result of
the simulation of accelerated aging processes, it was found that for irradiated samples the decrease in
crack resistance does not exceed 10%. Studies have shown high values of the stability of silicon carbide
ceramics to radiation damage to the surface layer.

Keywords: ceramic, mechanical properties, defects, Silicon Carbide, heavy ions, distortion, degradation,
radiation resistance

Introduction

The current state of energetics in the world requires cardinal decisions in the field of improving
the reliability of nuclear installations, as well as a significant increase in the life of nuclear reactors.
One of the solutions in this direction is the use of new classes of structural materials with improved
mechanical, strength properties, with a high melting point, radiation and corrosion resistance, etc.
[1-4]. The most suitable materials with characteristics corresponding to these requirements are
ceramics based on oxides [5-8], nitrides [9-12], carbides [13-15], etc. The interest in this class of
materials is due not only to the great potential for practical applications in the nuclear industry,
space technology, aircraft manufacturing, microelectronics, but also to the acquisition of new
fundamental knowledge in the theory of radiation defects in solids, in particular, in carbide, oxide or
nitride ceramics [16-20]. Obtaining new knowledge will allow significant progress in predicting the
life of this class of materials in the new generation of GenlV reactors [21-25]. When structural
materials are used in nuclear reactors, the surface layers of the first wall of the reactor are exposed
to large doses of radiation that can cause amorphization of the crystal structure and subsequent
destruction of the surface layer, which can lead to catastrophic consequences. The processes of
amorphization and degradation that occur during irradiation are caused by the accumulation of point
defects in the structure with the subsequent formation of cluster defects and disordering regions,
which contain a large number of stresses and distortions. In the case where the concentration of
structural distortions is sufficiently high, peeling and partial delamination processes can be initiated
in the surface layer, which leads to a sharp deterioration of not only structural properties, but also
mechanical and heat-conducting, which leads to a decrease in the life of materials and its
destruction [26, 27]. The use of ceramic materials can significantly increase the service life, due to
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the high degree of resistance to structural changes that occur during irradiation. Moreover, despite a
large number of works on this topic [8-19], interest in studying the processes of radiation damage to
surface layers, as well as the effect of irradiation on the mechanical properties and wear resistance
of ceramics, is still relevant and requires more and more attention to itself. Among the variety of
ceramic materials, silicon carbide and its various structural modifications are considered the most
promising, the interest in which is due to structural and mechanical characteristics, as well as its
wide range of applications in various industries and technics [28-30]. However, there are few works
devoted to the study of mechanical changes in the surface layer as a result of irradiation, despite the
huge interest in this topic. Based on the foregoing, the main purpose of this work is to study the
influence of the degradation of the surface layer of SiC ceramics on the mechanical and strength
properties as a result of the accumulation of defects during irradiation.

1. Experimental part

The study of mechanical properties, including wear resistance and strength depending on the
radiation dose, was carried out on samples of commercial polycrystalline silicon carbide (SiC)
ceramics with potential applications as the basis for structural materials for nuclear power.

The initial samples were irradiated with a DC-60 heavy ion accelerator with low-energy Xe**"
ions with an energy of 440 keV and irradiation fluences of 10'*, 5x10'*, 10'° jon/cm?. The choice of
radiation doses is due to the modeling of the effects of overlapping cascade defects resulting from
elastic and inelastic collisions, the number of which for the selected doses varies from 100 to 1000
multiple overlaps. Figure 1 presents the results of modeling the irradiation effect using the Stopping
and Range of Ions in Matter (SRIM) Pro 2013 program code, which clearly shows that in the case
of collisions, a large number of secondary defects are observed that can create a branched defective
structure.

-S000 A | ] ] | ] | ] |
0A — Target Depth — 1um

Fig.1. Xe™" ion paths in SiC ceramics

The study of changes in morphological features before and after irradiation was carried out
using scanning electron microscopy and atomic force microscopy.

Table 1. SRIM Outputs / Xenon in SiC ceramic

Sample Projected range, Vacancies /ion dE/dXeect, dE/dxnuel,
nm 10° keV/um 10° keV/um
SiC irradiated 190+20 5300+100 1.077 2.821
Xe?', 440 keV
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Strength characteristics, as well as the dynamics of changes in the mechanical properties of
nitride ceramics before and after irradiation, were determined using the depth hardness method, as
well as tests for wear resistance at a load of 200 N, bending strength, and impact strength before and
after irradiation [14]. Assessment of resistance to low-temperature degradation of the surface
microstructure, as well as the formation of microcracks, was evaluated by aging tests, under
accelerated degradation conditions, obtained by modeling the external effects of water vapor at a
temperature of 150°C and a pressure of 2.2-2.3 atm. According to the proposed methodology, 1
hour of testing is 4-4.5 years of aging and degradation under normal conditions.

2. Results and Discussion

Figure 2 shows the results of changes in the morphology of the surface layer of carbide
ceramics during irradiation with various fluences obtained using the atomic force microscopy
method. According to the data presented, the ceramic surface in its initial state does not contain a
large number of structural defects, such as hillocks, elevations or microcracks. The degree of
roughness of the ceramic in the initial state does not exceed 3-5 nm. For irradiated samples, the
formation of defective regions in the form of sphere-like hillocks is observed, as well as the
presence of regions with pronounced elevation differences. In this case, with an increase in the
irradiation fluence, the density of these inclusions and their sizes increase, which indicate the
occurrence of disordered regions and structural distortions in the surface layer, which leads to
partial extrusion of structural defects near grain boundaries with subsequent formation of hillocks.
Also, the degradation of the surface layer at a fluence of 10" ion/cm” can be due to exfoliation due
to the high concentration of defects in the structure due to their accumulation.

Fig.2. 3D atomic force microscopy (AFM) images of ceramics before and after irradiation:
a) Initial sample; b) 10'* ion/cm’; ¢) 5x10'* ion/cm?; d) 10" ion/cm’
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Partial degradation of the surface layer due to the accumulation of defects due to the effect of
cascade overlaps can lead to a significant change in the mechanical properties and wear resistance
of ceramics, since the formation of anisotropic defect regions near grain boundaries, as well as the
partial destruction of crystalline and chemical bonds, followed by the formation of initially knocked
out atoms, may lead to distortions and deformations in the structure. Table 2 presents the results of
changes in strength characteristics, such as the value of bending strength and impact strength before
and after irradiation, as well as a change in the dislocation density, porosity and density of ceramics
during irradiation.

Table 2. Data of strength characteristics.

Parameter Initial sample 10" ion/cm” 5x10" ion/em® | 10" jon/cm’
Three-point bending 178+4 173+4 168+5 14349
strength, MPa
Impact toughness, 1.35+0.13 1.31£0.11 1.24+0.12 1.12+0.09
kJ/mm®
Dislocation density, 0.14 0.17 0.25 0.62
10" unit/cm?
Porosity, % 0.606 0.656 0.945 2.351
Density, g/cm’ 3.196 3.165 3.121 3.014

According to the data presented, the greatest change in strength characteristics is observed at a
fluence of 10" ion/ecm? which is characterized by the presence of a large number of defects as a
result of overlapping cascades of secondary defects, which lead to a strong disordering of the
structure with a sharp increase in the dislocation density by more than 4 times compared to the
initial sample, and an increase in porous inclusions characterizing defective regions in the crystal
lattice. An increase in porosity, as well as dislocation density, caused by grain crushing processes as
a result of deformation initiated by irradiation, leads to a decrease in the density of ceramics. A
decrease in density indicates a degradation of the ceramic structure during irradiation, and an
increase in the dislocation density due to grain crushing can explain the degradation of the surface
layer with an increase in the irradiation fluence.

Figure 3 presents the results of changes in the coefficient of dry friction depending on the dose
of radiation and the number of tests.
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Fig.3. Dependence of the coefficient of dry
friction on the dose.

Fig.4. The dynamics of changes in volume loss
during wear, depending on the dose.
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As can be seen from the data presented, the dry friction coefficient for the initial sample is 0.4-
0.41 and remains for 8000-10000 cycles, which indicates a high degree of wear resistance.

For irradiated samples with a dose of 10" ion/cm?, a slight increase in the coefficient at the
initial stage is observed, while the nature of the change in the value during the tests is comparable
with the initial samples. For samples irradiated with doses of 5x10'* and 10'° ion/cm?, an increase
in the dry friction coefficient is observed, which is due to a change in the surface morphology, as
well as its partial degradation, which leads to deterioration of friction. It should be noted that the
nature of the change in the value of wear resistance during testing is comparable with the original
sample. Figure 4 shows the results of changes in the amount of wear during testing, according to
which the largest changes in volume loss occur after 10,000 cycles. Moreover, for samples
irradiated with a dose of 10" ion/cmz, the volume loss is maximum and exceeds losses in the initial
state by 2.5-2.7 times.

Surface degradation due to irradiation is directly related to a decrease in the hardness of the
surface layer. Figure 5 presents the results of a change in the microhardness along the depth of the
sample in order to determine the maximum depth of the damaged layer. According to the data
presented, for samples irradiated with a dose of 10" ion/cm?, the decrease in the microhardness is
insignificant, with the depth of the damaged layer being 200-250 nm, while the ion path length is
not more than 200 nm.
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Fig.5. The dependence of changes in microhardness on the dose of radiation.

The increase in the depth of the damaged region is due to the cascading effects of the
propagation of defects capable of penetrating to a depth exceeding the maximum mean free path of
ions in the ceramic. Also, an increase in the depth of damage may be due to the fact that during
irradiation a decrease in the density of ceramics is observed as a result of degradation and the
formation of anisotropic porous inclusions, which leads to an increase in the mean free path of ions.
In the case of an increase in the radiation dose, not only a decrease in the micro-hardness of the
near-surface layer is observed, but also an increase in the depth of the damaged zone, which
confirms the previously made assumption about the effect of changes in the density of ceramics on
the mean free path of ions.

Figure 6 presents the results of a study of the resistance of ceramics to low-temperature
degradation under accelerated aging processes, which are used to simulate temporary aging
processes for a long time. As can be seen from the presented data (see Figure 6), for irradiated
samples, in contrast to the initial sample, aging occurs linearly, while for the initial samples during
the first 10 hours the crack resistance is almost unchanged, which indicates a high resistance of
ceramics to cracking . Moreover, according to the data presented in the diagram of Figure 7, the
decrease in crack resistance as a result of irradiation does not exceed 2-3% of the initial value,
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which indicates a high resistance to degradation and crack formation. Moreover, both in the case of
the initial sample and in the case of irradiated samples, the decrease in crack resistance after 30
hours of life tests does not exceed 8-10%, which confirms the high resistance to temporary
degradation of ceramics.

' ' ' ' B after irradiated
1.70 [ after irradiated and aging

100

oo =
% e

0%
:'0
%%
%%
QXXX

%!
botet
otel

%
5K

112
%
020
2

1.65 4

RS
QIR

o%

2’0

o00%0%%%

KKK
K2
XXX
SeSototed
RS
LRI

754

%
ol

33
3%
55

XL
00.:'00

5
0
0008

3
098
35
R

%
%
XX

0%
%

X
XXX
S
X

O
3K
KKK
XK
Va0

1.60 4

35
%
5
209098
KRR

%3
S
R

50 4

XX
%
XX
o2

3
<

0%
o
X

%
oo

%
o2

—a— Initial

33
0598
5%
o260
%
3%
%
020

X
00

%%
S

o

o

XX
%
XX
o2

1.55

Degree of destruction, %

3%
2%
QL

CRRLLS
&

X5
33
3%
%
o2

—e— 1x10" ion/cm?
—a—5x10" ion/cm? v 257
—v— 1x10" ion/cm®

%
%
3%
%
020

90

Crack resistance, MPa-m

XX
s
X
o2

X
R
oo
K
o202

9%
9%
RS
.0
%
%
%%
X
XX

XX
X
t0t!
XX
t0%e!
2%

oS

XX
XX

ooes

XL

1.50 4

XX
%
XX
%%
1500
KL
KX

%
%
%
e
X

QL

T
T T T T T T e 14 14 15
0 5 10 15 20 25 30 Initial 1x10 5x10 1x10

Duration of aging, hour

Fig. 6. A graph of the dependence of the crack Fig. 7. Diagram of changes in the degree of
resistance on the aging time of the samples before destruction of ceramics before and after tests.
and after irradiation.

. 2
Fluence, ion/cm

The data obtained are in good agreement with the previously presented studies of the radiation
resistance of ceramics and thin-film coatings [31-34]. For example, the results of mechanical
resistance to irradiation have a good correlation with the results of resistance to low-energy
irradiation with He ions of thin-film structures based on ZrSiN [31], where it was shown that
irradiation with high doses can lead to partial embrittlement and degradation of the surface layer.
However, unlike oxide ceramics based on zirconium oxide (ZrO;) [33] in which phase
transformation processes are observed upon irradiation with low-energy Kr ions, no such effects
were observed in the case of the studied ceramics.

In total, the presented results of changes in the strength of carbide ceramics as a result of
irradiation with Xe**" ions with doses of 10", 5x10", 10" jon/cm?® can be further used not only
from a fundamental point of view, as an addition to the theory of radiation damage to ceramics, but
also from the practical side, as the results radiation resistance and modeling the effects of ionizing
radiation on structural materials.

Conclusion

The paper presents the results of a study of the mechanical strength, wear and crack resistance
of SiC-based ceramics before and after irradiation with heavy Xe*" ions with an energy of 440 keV
and irradiation fluences of 10", 5x10", 10" ion/cm?. The choice of radiation doses is due to the
modeling of the effects of overlapping cascade defects resulting from elastic and inelastic collisions,
the number of which for the selected doses varies from 100 to 1000 multiple overlaps.

According to changes in mechanical properties, the largest change in strength characteristics is
observed at a fluence of 10" ion/cm?, which is characterized by the presence of a large number of
defects as a result of overlapping cascades of secondary defects, which lead to a strong disordering
of the structure with a sharp increase in the dislocation density by more than 4 times compared to
the initial sample, and an increase in porous inclusions.

During the study of the microhardness of ceramics before and after irradiation, it was found
that in the case of irradiated ceramics, the damage depth exceeds the estimated ion path by 20-30%,
depending on the irradiation fluence. The increase in the depth of the damaged area is due to a
decrease in density as a result of the cascade effects of the propagation of defects that can penetrate
to a depth exceeding the maximum mean free path of ions in the ceramic.
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It was found that both in the case of the initial sample and in the case of irradiated samples, the
decrease in crack resistance after 30 hours of accelerated degradation life tests simulating the aging
effect does not exceed 8-10%, which confirms the high resistance to temporary degradation of
ceramics. The obtained results will make a significant contribution to the development of the
modern theory of radiation damage in ceramic materials applicable in nuclear energy.
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When monitoring the environment, measurements of the concentration and composition of the gas
phase of various substances are of great importance. To solve such problems, resistive-type
semiconductor sensors are of interest. The proposed sensors based on silicon nanowires have several
advantages: high sensitivity and possibility to work at room temperature. This in turn simplifies the
design and reduces the cost of the sensors. All this indicates the relevance of the investigated gas
sensor.

Keywords: silicon, nanowires, electrical properties, metal-assisted chemical etching, current-voltage
characteristics, sensor.

Introduction

This work aims to create a new type of gas-sensitive material based on hetero-structured the p-
Si/SiNWs (p type Silicon/Silicon nanowires). Finding new materials for gas sensors is particularly
relevant for monitoring environment, in medicine, automotive industry and subways etc. [1-2]. To
solve the various problems of determining the composition of gas phase, the resistive-type
semiconductor gas sensor has attracted great interest [3]. The working principle of such sensors is
based on the effect of changing the electrical conductivity of semiconductor materials in the
presence of trace amounts of oxidizing gases or reducing agents. Silicon nanowire-based sensors
have the following advantages: high sensitivity, compactness, low cost, and the ability to integrate
into modern information systems.

In the conventional resistive type gas sensors, the gas sensitivity mechanism includes surface
chemisorption process with the change of the carrier concentration in the volume of semiconductor.
Overall changes in the electrical conductivity of semiconductor materials (for example, the use of
tin dioxide [4] with conductivity and light transmission) can form a sensory response. It is
promising to create local interfaces between materials such as silicon nanostructures with various
electronic properties [5-6]. In such a system, the chemical absorption process will determine the
energy barrier height of the carriers at the nanostructure boundary which will lead to gas sensitivity.
The literature [7] contains data on the gas-sensitive characteristics of metal-semiconductor
heterojunctions (heterostructures), and its mechanism of action is related to changes in the Schottky
barrier height at the hetero-interface. For such materials, high sensitivity value for hydrogen is
obtained.

The aim of this work is to study the characteristics of changes in the chemical composition on
the resistive properties and surface structures of silicon nanowires and sensitivity to ammonia, as
well as the photosensitivity of silicon nanowires in the process of adsorption and in the absence of
ammonia.

1. Experimental methods

Initially, p-type single crystal silicon was used, which was doped with boron, and the resistivity
was 10 Ohm - cm. Silicon nanowires (SiNWs) layer to the p-layer is mainly obtained by metal-
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assisted chemical etching (MACE). In this method an HF: H,O, electrolytes used, initially
depositing a silver or silver coating on the silicon surface, and then subsequently etching it with
metal particles. Etching is carried out in the absence of power requiring very little time and is
simple to manufacture. The mechanism of this wet etching of silicon is very different from the
conventional electrochemical anodization in porous silicon [8-9]. Finally, strips of component with
a SINWs/p-Si structure were manufactured with a size of (1x10) mm?®.

Nanostructured silicon nanowires using a transmission electron microscope examination is
shown in Figure 1. Analysis of the results of silicon nanowires on SEM microstructures showed that
the half-width of nanowires is 20-50 nm, but the presence of ammonia on the surface significantly
affects the surface morphology of silicon nanowires, the roughness is about 200 nm. Furthermore,
the roughness height of the plate (in the inset of Figure 2) was about 50 nm. The nanostructured
sample of the gas sensor prepared in this way was tested for the conductivity of the porous structure
based on the presence of steam in the atmosphere of ammonia. The samples were tested in a
specially designed light-protective box measuring 10x10x10 cm®. The design of the sensor structure
with SINWs/p-Si is shown in Figure 2.
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Fig. 1. SEM image of a cross section of a silicon Fig. 2. Sensor Design.
nanowire formed by chemical wet etching.

4. Discussion of results

The changes of overall resistance Ry during gas adsorption on the surface of silicon nanowires
through electrodes E1 and E2 was observed with the ohmmeter, the I/V characteristics of the silicon
nanowires were measured on an NI ELVIS II'(1000 Ms/S Oscilloscope) characterizer. 1I/V
characteristics are shown in Figure 3 in the presence of ammonia vapors with illumination and
without ammonia and no illumination. The volume resistance measured via contacts E1 and E2 is
24 kOhm. It can be seen that in the presence of ammonia vapors, the reverse currents of the left
branch of the I/V characteristics increase; when illuminated with light, the forward bias with
ammonia (blue line) increases significantly compared to nanowires without ammonia. However, the
highest volume resistance of the SiNWs sample is about 36 kOhm with the introduction of
ammonia vapor, the reverse branch of the I/V characteristic showed a high sensitivity to ammonia
impurities. The increases in 6 times in sensitivity is shown in Figure 4. An increase in the SINWs
bulk resistance to 45 kOhm leads to an increase in the reverse and forward bias of the electrical
characteristic; for a pure SINWSs (green curve), a forward bias expands the space charge region to 5
V, then increases, similar to the rectifying property of a conventional diode. When exposed to
ammonia, the sensitivity of forward and reverse currents increases significantly, however, with the
advent of forward bias, the space charge region appears and then increases linearly. Exposure to
light dramatically increases reverse and forward bias currents by a factor of 5 compared to the
original SINWs without ammonia. Therefore, the measurement of the sensitivity of the SINWs
structure to the gas vapors presence on the surface layer was determined by the change in resistance
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caused by the charge carrier dispersion in the darkness and under LED lighting as a function of
time, as well as due to an increase in the reverse and forward bias currents of the I/V characteristics.
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Parameters used to change ammonia vapor sensitivity without and with LED lighting are
shown in Figure 6. The change in silicon nanowire resistance in the presence of ammonia vapor in
the atmosphere with and without illumination depending on time is shown in Figure 6. After enter
in ammonia vapor, the measuring box was opened after 5 minutes and the concentration of
ammonia vapor slowly was decreased due to vapor diffusion into the surrounding atmosphere.

with light

without light

012345678 901 PDBMBIITIBNVN0NTSLM
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Fig.6. Changes in the resistance of the SINWs in the presence of ammonia
vapor in the atmosphere without/with LED lighting depending on time

A significant change in the resistance of the spreading layer was detected in an atmosphere of
ammonia vapor. Furthermore, when lighting was observed, the resistance was observed to recover
very slowly from the original value (without ammonia). In contrast, the recovery is much faster in
the absence of lighting, which indicates a higher sensitivity to low concentrations of ammonia in the
atmosphere when illuminated. It is important to note that although the SINWs/p-Si structure is an
isotype p-type transition; its photoelectric properties are not only very sensitive to the presence of
ammonia, but also very sensitive when illuminating the surface of silicon nanowires.

In addition, the chemical etching of the silicon surface of the metal-assisted sensitive layer will
lead to an increase in effective surface area, an increase in surface state density, and a formation of
deep energy level in the semiconductor band gap caused by atoms of the electrode material and
dislocations, which together will allow us to vary the sensitivity and selectivity of the sensory gases.

We have shown that the gas sensitivity and photosensitivity of silicon nanoparticles can be
controlled not only by the direct branch of the I/V characteristics, but also by its reverse branch of
the curve. We found that this dependence was repeated during the measurement of the I/'V
characteristics of the samples over five measurements; however, the space charge region at the
interface between the SINWs and crystalline silicon changed with increasing bulk resistance of
silicon nanoparticles.

The accuracy of the measurement results of the I/V characteristic depends on the porosity of
silicon nanowires and the influence of the environment on the structure of nanoscale filaments
aging with storage time in the air, as a result of oxidation, the crystallite size decreases due to the
quantum-size effect. However, this effect does not affect the formation of the I/V characteristics.

The novelty of the work is that, for the first time, silicon nanowires obtained by wet chemical
etching of the surface of crystalline silicon were used as a sensor device. It was shown for the first
time that gas and photosensitivity can be determined from the deviation of the branch of the reverse
currents of the 1/V characteristic. In addition, from the I/V characteristics, with an increase in the
volume resistance of nanostructures, the space charge region (from the straight branch) expands,
current rectification occurs at high voltages (for example, in Figure 3).
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Conclusion

Earlier, the authors studied sensors based on porous silicon [10-11], and other coatings of the

SnO; [12-13] and ZnO [14] type, etc. We presented samples of silicon nanowires (SiNWs) and
examined sensors of a gas-sensitive element in which nanowires were surrounded by silicon and
silver oxides, since on the surface nanowires are passivated by silver nitride. This fact also indicates
the photoelectric properties of the sensor device. Silicon nanowires structure has been formed by
metal-assisted chemical etching with size of 20 - 50 nm. The shape of the silicon nanowires shown
the different diameters of silicon rod nanowires which measured by the SEM.

The forms of silicon nanowires measured in a transmission electron microscope are silicon rod
nanowires with different diameters. The effect of ammonia vapor on the electrical properties of the
silicon nanowire is shown for the different layer resistance of nanowires. The results showed that
the presence of ammonia in SINWSs significantly increases the sensitivity of the reverse and forward
branching of features without the need to illuminate the nanowire surface. In particular, the
sensitivity to ammonia increased 6 times when illuminated by LED lights.

It was found that with an increase in the etching time for silicon nanowires, the space charge
volume in the SINWs increases which determines the threshold voltage at which the direct voltage
of the direct branch of the electrical characteristic increases, and this threshold is 5 V. The relative
change in the layer resistance as a function of the time of exposure to ammonia vapor was
measured, and when ammonia vapor was removed in the darkness and with light. It is shown that
when ammonia vapors are removed without illuminating the sensitivity, the SiNWs slowly
decreases to 50% during 22 minutes.
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COMPOSITION AND ADHESIONAL STRENGTH OF Ti-Si-C COATINGS

Rakhadilov B.K.", Buitkenov D.B.", Wieleba W.2, Kylyshkanov M.K.", Yerbolatuly D."

1S. Amanzholov East Kazakhstan State University, Ust-Kamenogorsk, Kazakhstan, buitkenovd@mail.ru
2\Wroclaw University of Science and Technology, Wroclaw, Poland

The work considers the research results of the phase composition and strength characteristics of
detonation coatings based on Ti-C-Si, which obtained for different values of the volume of filling the
detonation barrel with an explosive acetylene-oxygen mixture. It was determined that with an increase
in the volume of filling the detonation barrel with an explosive mixture up to 70% of the coating are
mainly consist of TiC phases. Since Ti;SiC, powder heated to high temperatures partially decomposes
into TiC as a result of high-speed shock interaction. The results of X-ray phase analysis showed that a
low degree of decomposition of Ti;SiCican be achieved under filling the barrel with an explosive
mixture of 50% and 60% and the coatings mainly consist of Ti;SiC, phases with a low TiC content. This
is due to the fact that the heating temperature of the sprayed powder increases with increasing in the
degree of filling of the detonation barrel with an explosive acetylene-oxygen mixture. It was determined
that an increase in the volume content of the TiC phase in the coating composition leads to a decrease
in the hardness of the Ti-C-Si coating. The results of the research of the adhesive strength of coatings
showed that the effect of the volume of filling the detonation barrel with an explosive mixture on the
adhesive strength is negligible. Moreover, all coatings based on Ti-C-Si, obtained by the detonation
method, showed good adhesive strength.

Keywords: detonation spraying, titanium carbosilicide, steel, phase, adhesion.

Introduction

The creation of wear-resistant coatings on rubbing surfaces is one of the most effective and
economical time-tested areas for increasing the durability of parts operating in conditions of contact
wear. Detonation spraying [1,2] and HVOF-spraying [3] among the coating methods have obvious
superiority compared to plasma spraying and other spraying methods due to the high speed of flight
of particles and lower operating temperature. Detonation spraying of coatings from powders is
based on the use of the energy of the explosion of a fuel-oxygen mixture and is known as a
promising method for producing coatings from various materials with good adhesion [4]. A higher
particle velocity allows a higher density and adhesion strength of the detonation coating. A key
advantage of the detonation spraying method is the ability to precisely control the amount of
explosive gas mixture used for each shot of detonation gun, which allows you to change the degree
of thermal and chemical effect of detonation products on the particles of the sprayed powder [5,6].
Chemical interactions can occur between the individual phases of the composite particles depending
on the composition of the acetylene-oxygen explosive mixture, on the O,/C,H, ratio, and on the
nature of the gas carrier [7,8]. Therefore, recently, it has become increasingly interesting to obtain
detonation coatings from binary and ternary phases belonging to the Ti-Si-C system.
Nanocomposites based on Ti-Si-C are especially relevant, since it is shown that these
nanocomposites combine known mechanical strength and low friction coefficient with high
conductivity and low contact resistance [9-11]. The question of how to deposit coatings with high
adhesive strength based on Ti3SiC; is still open by considering their tribological application.

In connection with the foregoing, the aim of this work is to study the impact of detonation gas
spraying on the phase composition, adhesive strength and hardness of Ti-Si-C coatings.
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1. Materials and methods of research

Ti3SiC, coatings were obtained by the method of detonation spraying on the surface of U9
steel. The chemical composition of the powder: Ti - 74 wt.%; SiC - 20 wt.%; C - 6.0 wt.%. The
particle size of the powder is up to 40 um. U9 steel was sandblasted in order to improve the
adhesion strength of the coatings before applying the coatings. The distance between the treated
surface of the sample and the detonation barrel was 500 mm. The diameter of the straight barrel was
20 mm.

The CCDS2000 detonation complex was used to obtain coatings, which has a system of
electromagnetic gas valves that regulate the supply of fuel and oxygen, as well as control the purge
of the system (Figure 1). An acetylene-oxygen mixture was used as a combustible gas, which is the
most popular fuel for detonation spraying of powder materials. Spraying was carried out at a ratio
of acetylene-oxygen mixture O,/C,H, = 1.856. The volume of filling the barrel with an acetylene-
oxygen mixture was varied from 50% to 70%. Nitrogen was used as a carrier gas.
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Fig.1. Principled schematic diagram of the CCDS2000 detonation complex:
1 - control computer, 2 - gas distributor, 3 - mixing-ignition chamber, 4 - spark plug, 5 - barrel valve,
6 - fuel line, 7 - oxygen line, 8 - gas valves, 9 - gas supply unit, 10 - indicated part of the barrel,
11 - powder dispenser, 12 - workpiece; 13 - manipulator, 14 - the muzzle of the barrel

The research of phase composition of the samples was studied by X-ray diffraction analysis on
X’PertPro diffractometer by using CuKo-radiation[12]. The surveywas carried out in the following
modes: tube voltage U = 40 kV; tube current I = 20 mA; exposure time 1s; survey step 0.02°. The
scratch tester CSEM MicroScratchTester was used to study the adhesion characteristics of coatings
by the “scratch” method. Scratch testing was carried out at a maximum load of 30 N, the rate of
change of normal loading on the sample - 29.99 N/min, the indenter displacement rate - 9.63 mm /
min, the scratch length - 10 mm, and the tip curvature radius - 100 um.

Nanoindentation is a universal method for identifying patterns of the mechanical behavior of
materials in the surface layers of coatings. The mechanical properties (Young's modulus, hardness)
were investigated using a NanoScan-4D Compact compact nanohardness meter for the resulting
coatings. Experiments were carried out at a load of 200 mN. The load — unload rate was 3mN / min.
The dependence of the penetration depth on the applied force at the stages of loading and unloading
was determined by the Oliver — Farr method [13].

2. Research results and its discussion

Figure 2 presents the diffraction patterns of TizSiC, powder and Ti-Si-C system coatings
obtained with a barrel filling volume of 50% to 70%. The results of x-ray phase analysis of the
powder showed that the powder consists of the phases Ti;SiC, and TiC. A decrease in the intensity
of Ti3Si1C, diffraction lines and an increase in TiC intensity are observed in the diffraction patterns
of Ti-Si-C coatings, which indicates partial decomposition of the Ti-Si-C system and is consistent
with the data [14]. A decrease in the intensity of diffraction lines in the Ti-Si-C system is observed
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after detonation sputtering due to deintercalation of silicon from Ti- Si-C lattice layers [15-18],
since silicon planes have weak bonds with Ti—C planes. This fact can be explained that the Ti-Si-C
system lost a certain amount of silicon due to its high “volatility” as a result of detonation
deposition [19]. The results of X-ray phase analysis showed that a low degree of decomposition of
Ti3SiCycan be achieved with a 50% and 60% filling volume of the barrel of the explosive mixture.
A decrease in the intensity of diffraction peaks of Ti;SiC, With an increase in the volume of filling
the detonation barrel by 70% is observed as a result of decomposition of the powder into TiC.
T13S1C, powder decomposes due to high-speed shock interaction of heated to high temperatures in a

detonation wave stream.
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Fig. 2. Diffraction pattern of Ti3SiC, powder (a) and Ti-Si-C coatings obtained at different volumes
of filling the detonation barrel with an acetylene-oxygen mixture: 50% (b), 60% (c) and 70% (d)

One of the main factors determining the quality of the coating is adhesion. Figure 2 shows the
results of testing the adhesion strength of coatings by scratch testing. The moment of adhesive or
cohesive destruction of the coating was recorded after testing visually using an optical microscope
equipped with a digital camera, as well as by changing two parameters: acoustic emission and
friction force. It should be noted that not all recorded events associated with the destruction of the
coating describe the actual adhesion of the coating to the substrate. Registration of various
parameters during the testing process allows you to record the various stages of coating failure. So,
L. denotes the moment of the appearance of the first crack, L., - peeling of the coating areas, L3 -
plastic abrasion of the coating to the substrate [20].

We can find that the intensity of crack formation and their development in the sample upon
scratching by the type of change in the amplitude of acoustic emission (AE).It can be seen that the
first crack is formed at a load of L.;= 12 N. Further, the process continues with certain cyclicity for
Ti-Si-C coatings obtained with a detonation barrel filling volume of 50% and 60%. Each formation
of a chevron crack (Figures 3a, 3b) is accompanied by a corresponding peak in acoustic emission.
The partial abrasion of the coating to the substrate was judged by a sharp change in the growth rate
of the friction force. This occurred at a load of L.= 29 N, which is also confirmed by visual
observations fixing the color change of the sample material at the bottom of the scratch (Figures 3a,
3b). Such a value of L. indicates a high adhesive strength of adhesion of the coatings to the
substrate. The appearance of chevron cracks (Figures 3c) is observed at a load of L.;= 8 N for a Ti-
Si-C system coating obtained with a 70% fill volume. It can be argued that the cohesive fracture of
the sample coating occurs at 8 N, and its adhesive failure at 26 N according to the results of
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adhesive tests. This is explained by the fact that the Ti-C system has a higher rigidity; therefore, it is
natural to expect minimal elastic and intense plastic deformation during adhesive testing [21].
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Fig. 3. Results of a scratch-test of Ti-Si-C coatings obtained at different volumes of filling the detonation
barrel with an acetylene-oxygen mixture: a) 50%, b) 60% and c¢) 70%.

The research results of the mechanical characteristics of the obtained coatings were carried out
by the Oliver-Farr method. Typical dynamic loading-unloading diagrams are shown in Fig.4.
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Fig. 4. Load-unloading curves for Ti-Si-C coatings obtained at different
volumes of the detonation barrel fillings: a) 50%, b) 60% and c¢) 70%.
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An analysis of the loading and unloading curves shows that the penetration depth of the
nanoindenter in the case when the detonation shaft is filled with acetylene-oxygen mixture by 50%
and 60% less than 70% filling. We can conclude that the elastic stiffness of the coatings during filling
is 70% (Figure 4 c) higher than the others (Figures 4a and 4b) according to the analysis of the
indentation curves. According to the results of X-ray phase analysis, a coating with a high TiC phase
content is formed with an increase in the volume of filling of the detonation barrel with an acetylene-
oxygen mixture by 70%. Thus, the results of nanoindentation and scratch testing are agreed in a good
way and confirm the TiC formation, which has a higher rigidity than Ti3SiC,. The values of hardness
and elastic modulus of the test samples obtained from the analysis of the load-unloading curve are
shown in table 1. Coatings with a high Ti3SiC, content have a higher hardness compared to the
coating with the predominant TiC phase as can be seen from Table 1.

Table 1. Results of nanoindentation

Coatings Occupancy, % Hir, GPa Eesr, GPa
50 10.07 £1.63 232.36+51.61
Ti-Si-C 60 10.01 £2.31 245.96 + 44.05
70 7.51£0.50 198.99 + 17.70
Conclusion

An experimental study of the imact of the detonation gas filling mode on the phase
composition and strength characteristics of Ti-Si-C system coatings was carried out in this work. It
is shown that the phase composition of detonation coatings can be significantly changed relative to
the phase composition of the initial powders, depending on the volume of filling the detonation
barrel with an explosive acetylene-oxygen mixture. It was determined that coating mainly consist of
TiC phases under increasing in the volume of filling of the detonation barrel with an explosive
mixture up to 70%, since the Ti3SiC, powder partially decomposes into TiC in the detonation wave
stream due to the high-speed shock interaction of heated to high temperatures. The results of X-ray
phase analysis showed that a low degree of decomposition of Ti3SiC,can be achieved when filling
the barrel with an explosive mixture of 50% and 60% and the coatings mainly consist of Ti;SiC,
phases with a low TiC content. It is connected due to the fact that the heating temperature of the
sprayed powder increases under increasing in the degree of filling of the detonation barrel with an
explosive acetylene-oxygen mixture. High temperature helps decompose Ti3SiC, powder into TiC.
It was determined that an increase in the volume content of the TiC phase in the composition of the
coatings leads to a decrease in the hardness and cohesive strength of the Ti-C-Si coatings. The
research results of the adhesive strength of coatings showed that the impact of the volume of filling
the detonation barrel with an explosive mixture on the adhesive strength is negligible. Moreover, all
coatings based on Ti-C-Si, obtained by the detonation method, showed good adhesive strength.
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The magneto-optical method was used to study the effect of mechanical stresses on the domain
structure, the magnetization process, and the main magnetic characteristics of the FeBOj crystal. It is
shown that the presence of mechanical stresses of C; symmetry in the basal plane of the FeBOj; crystal
leads to a rearrangement of its domain structure from 180 to 120 degrees, in which, unlike the usual
domain structure, the spontaneous magnetization vector smoothly changes its azimuth in the basal
plane along the direction domain boundaries. It was found that the appearance of a 120-degree domain
structure leads to a substantial increase in magnetic anisotropy in the basal plane of a strained crystal,
which leads to a change in its magnetic susceptibility and magnetization curve.

Keywords: single crystal, domain structure, magnetic field, temperature, thermodynamic theory,
magneto-optics, mechanical stresses.

Introduction

The light-plastic weak ferromagnet, iron borate, is transparent in the visible region of the
spectrum of electromagnetic waves, which, using magneto-optical methods, can conveniently and
visually study the magnetic state and the magnetization process of this class of magnets.
At temperatures below T, a stable domain structure (DS) arises in FeBO3, which determines the
process of technical magnetization of the crystal. In contrast to [1,2], where the experiments were
carried out under conditions of uniform uniaxial crystal stress, the results of studies of the effect of
inhomogeneous mechanical stresses on FeBOs; DS are presented below. Transparent weak
ferromagnets are (primarily due to the high mobility of domain walls) a promising medium for the
elemental base of various devices of optical communication technology [3]; in addition to purely
scientific interest, these studies were also stimulated by applied problems. Such problems inevitably
arise when developing the design of one or another functional element of the device, when it is
necessary to take into account possible changes in the main characteristics (magnetic susceptibility,
coercive force, etc.) of the used magnetic material under the action of mechanical stresses caused,
for example, by deformation of the attachment points of the functional element when the ambient
temperature changes. The following are the results of studies of the effect of low-symmetric
mechanical stresses on DWs and the magnetization process of this weak ferromagnet.

1. Examples and experimental technique

Samples of nominally pure (pure) iron borate single crystals were used as objects of study in
the work. The synthesized crystals had the form of plates with a thickness of ~ 50 - 70 pm with
transverse dimensions ~ 3~5 mm?, the developed planes of which coincided with the basal (with the
(111) plane). The crystals had surfaces of sufficiently high optical quality and did not require
further polishing. For experiments, crystal samples were taken, the developed faces of which had a
shape close to a regular hexagon. The orientation of the samples in the basal plane was carried out
according to the natural faceting of the crystals.
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To create mechanical stresses in the crystal, the test sample was glued (BF-2 glue) to the
copper washer in a predetermined manner (with its three angles) so that its center coincided with the
center of the washer (Fig. 1), after which the washer with the sample was glued to the cryostat
coolant. As the temperature decreases from room temperature, the washer deforms (its diameter
decreases), which is transmitted to the sample, causing its elastic stresses. We do not know the
coefficient of linear expansion of iron borate, however, as shown by our measurements, in this case
the crystal is compressed in the basal plane along the radii of the washer.

Fig.1. Schematic representation of the investigated sample: shaded areas - droplets of glue with which the
crystal is glued to a copper washer; dashed lines - the main directions of emerging stresses; dash - dashed
lines - directions of C, axes; double arrows indicate the preferred orientation of the vectors m in various

regions of the crystal. On the right is the relative arrangement of the magnetizations of the M| and M ,

— —

sublattices, as well as the vectors 1 = M| + M, and | = M| — M, in the basal plane of iron borate
in the weakly ferromagnetic state.

The effect on the magnetic properties (domain structure, low-frequency magnetic susceptibility
and magnetic hysterisis accompanying the process of technical magnetization) of the light-ferrous
iron borate ferromagnet was studied under the influence of C3 symmetry stresses. The experimental
results were carried out on an “unstressed” crystal and on a strained crystal, and also these results
were compared with each other. Initially, the sample was placed in a mandrel of a sheet of thick
paper about 10 um thick more than the thickness of the sample, in which a through hole was cut out
according to the shape of the sample. The mandrel with the sample was glued around the perimeter
between two 0.5 mm thick copper washers with central holes 1.5 mm in diameter, after which the
whole structure was glued (using silicone vacuum grease) to the copper cold conductor of a
nitrogen optical cryostat.

To study the effect of mechanical stresses on the magnetic state of iron borate, a magneto-
optical technique for visualizing its DS was used. Images of domains were observed under a
polarization microscope with an increase of ~ 30—40 X [4]. The contrast of the obtained DS images
arose due to different sizes and/or differences in the sign of the Faraday rotation angle for light
transmitted through neighboring domains with different orientations of the vector m. The domain
structure of the sample and its evolution under the influence of a magnetic field and temperature
was observed visually and recorded with a digital camera docked with a computer, or could be
photographed using a photodetector. The process of technical magnetization was studied on the
basis of hysteresis loops of the Faraday Effect that arose during magnetization reversal of a crystal
in a quasistatic magnetic field that develops in time at a speed of = 1 Oe/s.
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Since the vector m lies in the plane of the sample and, therefore, the Faraday effect is possible
only when the projection of the magnetization vector on the direction of light propagation appears,
in all experiments the sample was oriented so that the normal to its plane formed an angle of ~ 10°
with the direction of incident light.

2. Discussion of experimental results

The crystal symmetry of FeBOj; (space group D%g) allows the existence of 60, 120, and 180"
domain walls in the basal plane [5-12]. However, according to experiments [2, 3], temperature 180"
domain structure is realized in thin FeBOs plates, which ensures a minimum of magnetoelastic
energy. It’s the main contribution to the thermodynamic potential of the crystal at H = 0 [11].
Moreover, in stress-free crystals, domains form layers parallel to the basal plane along the thickness
of the crystal with a Néel type domain boundary oriented along the C, axes, which are FeBOs easy
magnetization axes (the domain boundary between domain layers is a Bloch type) [11]. As can be
seen from Fig. 2a, just such a (two-layer) domain structure exists in the studied crystal at room
temperature'. As the temperature decreases, the domain structure of the crystal continues to remain
two-layer, however, the domain configuration gradually changes, acquiring at 7 ~ 250 K the form
shown in Fig. 2 b, which remains practically unchanged up to the minimum attainable in the
experiment 7 =90 K.

L 15mm -— 1

Fig. 2. The domain structure of a weak ferromagnet of iron borate obtained from the central part at a zero
magnetic field: a - T=295K, b - T =90 K; ¢ - orientation geometry of the vector m in domains at T =90 K.

The preferred orientation of the vector m in the crystal was determined by the reaction of the
domain structure to an external magnetic field applied along different directions in the basal plane:
with an increase in the field, the areas of domains in which the vector m makes an acute angle with
the direction H grow due to domains with an energetically less favorable orientation m (Fig. 3 a, b).
The research results show that during compression of the light-weight ferromagnet of iron borate in
the basal plane, the vector m changes its orientation perpendicularly, and when stretched - parallel
to the direction of stresses. In the stressed state, the spatial distribution of the ferromagnetism vector
m in the domain structure is represented by the diagram in Fig. 2 ¢. The resulting diagram shows
that the iron borate sample is compressed, i.e. the linear expansion coefficient in FeBOj is less than
the linear expansion coefficient of copper in the entire studied temperature range.

Based on Fig. 26, it can be concluded that the created stresses induce the so-called rotating
anisotropy in a weak ferromagnet of iron borate, where the axis rotates in the basal plane. This leads

" All images of the domain structure presented in the work were obtained when the sample was rotated around the
Y axis by an angle of ~ 10° (the axes of the laboratory coordinate system are shown in Fig. 1).
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to a change in the boundary of its DS from 180° to ~ 120° DS. In this case, each domain is divided
by the thickness of the crystal into two layers with antiparallel vectors m (due to the different
thickness of the domain layers, the resulting Faraday rotation in each domain is nonzero, which
ensures the magneto-optical contrast of the domain structure shown in Fig. 2). Note that, in contrast
to the usual 120-degree domain structure, where the angle between the vectors m in neighboring
domains is constant along the domain wall, in the observed domain structure of the “glued” sample
due to the spatial heterogeneity of the arising stresses (see Fig. 1), the orientation of the vectors m in
both sides of the domain wall change along its length (it is obvious that the direction of the local
vector m in the domains at H = 0 is determined by the competition between the exchange and
magnetoanisotropic interactions).

Fig. 3. Images of the central part domain structure of the stressed FeBO; crystal obtained at 7= 90 K:
a)- H=0.50Oe (I:[H)?) ,b)-H=050e (HLX),c)-H=150e (ﬁJ_)_(;) . The arrows indicate

the preferred direction of the vector m in the domains; the arrow in the upper corner indicates the direction of
magnetization.

The physical concepts of the magnetization of a crystal with domains prove that induced
mechanical stresses increase its heterogeneity, and also cause an increase in the coercive force H,
[7], which we observed experimentally. As shown in fig. 4 at temperature T = 90 K the field

dependence F(H), i.e. hysteresis loops of the “glued” sample are characterized by high coercivity.
In the quasistatic mode of magnetic field sweep, the shape of the magnetic hysteresis loop changes
depending on the direction of magnetization, as can be seen from Fig. 4, the dependence F(H) of

the “glued” sample, observed at (H J-X), when reaching saturation, has an almost “hysteresis-
free” quasilinear section that is absent in the analogous curve obtained at (1-7 H)? ).

To interpret the results of studies of the field dependence of the Faraday Effect in stressed
FeBOs;, we turn to Fig. 3, which shows the evolution of its domain structure in a weak magnetic
field. From fig. 3 a, b that, when applying the field, first of all (due to the insignificant thickness of
the sample) the boundaries between the domain layers disappear, as a result of which the domain
structure becomes end-to-end with the orientation m in each domain, which corresponds to the most

energetically favorable of the two possible at H =0 (see Fig. 3 a, b). Further growth of H leads to
a displacement of the domain wall in the basal plane of the crystal under the action of pressure P
[12]

P=mH(cos 6, —cosb,), (1)

where 0/, 0, are the angles that the vector m makes up with H on both sides of the domain wall.
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As shown in Fig. 3 a, b, with a perpendicular and parallel position of the magnetic field, one of
the domain walls does not act on the magnetic field, due to the equality of angles #; and 6,,
therefore, the magnetization of the crystal occurs mainly due to the displacement of two other
domain walls. If we assume that the direction m in each domain does not change over the entire
area of the domain, then substituting the values of the angles between the vectors m and H in (1),
for the pressure acting on these domain walls, we obtain:

‘P(I:]H)?‘ = m]-]‘cos 0° — cos 600‘ = %mH

N

‘P(FI L)?‘zmH‘cos90° —cos30°‘=73mH,

2

then, ceteris paribus, to start an irreversible displacement of domain walls at (H LX) the field is
1

required approximately 1.7 times less than at (/7 HX ) . Taking into account the relation H, o< P

[9], from the last it follows:
H. (HH)?) ~1.7H.(H LX),

which correlates with the experimental results (according to the graphs F(H) presented in Fig. 4,
q, (ﬁH)?)
—=1.5 )
H,(H1X)

The difference between the values of H, (1:[ H)? ) and H c (FI 11X ), less pronounced in

comparison with the experimentally derived from (1), can probably be attributed to the already
mentioned change in the angle between the vectors m in neighboring domains along domain walls.
So, for example, from a comparison of Fig. 1 and Fig. 3 a, b, it can be seen that in the middle
part of the formed domain walls the angles between the vectors m on both sides of the domain walls
P(H H)?)

are ~ 1800, and therefore, in these sections of the domain walls, the ratio between and

‘P (H 1 X )‘ it turns out to be the opposite of what was obtained above.

From fig. 3 a, b, we can conclude that at the final stage of the process of displacement of
domain walls (when domain walls disappear and the crystal transitions to a single domain state) at

(H HX ), the vector m over the entire area of the sample is approximately parallel to H, while at

(H 1L X) the vectors m and H form a sharp angle between themselves. In the latter case, the
further magnetization of the crystal, obviously, occurs by turning the vector m towards H. This
causes the appearance of a “hysteresis-free” quasilinear region on the F(H) curve observed during

magnetization of strained FeBOs along the Y axis (Fig. 4). Fig. 3 c illustrates the magnetic state of
the sample at this stage of the magnetization process.

It is known that, at a sufficiently fast change in the value of magnetization of iron borate in the
basal plane occurs exclusively by rotation vector m. Based on this fact, it can be assumed that in our
experiments when the magnetization is reversed, the sample m in the alternating magnetic field with
a frequency of v = 95 Hz rotates the vector m in the domains toward H.
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Fig.4. Field dependence of the Faraday Effect in FeBO;. The dashed line is the F(H)
dependence for the “unstressed” crystal, the solid and dashed lines are the F'(H) dependences for the

“glued” sample, observed at 7= 90 K with the field orientation (H||X)and (H J-)Q , respectively.

Therefore, the shape of the dynamic hysteresis loop is practically independent (in contrast from
the F(H) curves observed under the quasistatic magnetization regime) from the orientation of H in

the basal plane of the crystal.
oF
H

A

00200000 g,
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Fig. 5. Temperature dependence of the magneto-optical susceptibility of FeBOs:
1 - “glued” sample, 2- “unstressed” crystal.
- . oF
From the graphs presented in Fig. 5, it can be seen that at T < 250 K the value S for the
“unstressed” crystal decreases monotonically with decreasing temperature, while for the “glued”
oF
0H (T)

magnetic susceptibility x in FeBOj is determined by the reversible shift of the Bloch domain walls
separating the domains along the thickness of the crystal (therefore, the anisotropy of , and hence

sample the dependence has a more complex form. It was established that the initial

the anisotropy of the g—]}; quantity, is absent in the basal plane of the crystal).

2
m

In this case ¥ < ——

K



Materials science. 71

Hd
(K= V — in-plane anisotropy constant). From the known data on the dependences m(1)

and K(T), it follows that at T < 290 K, with decreasing temperature, m” increases more slowly than
the constant K, which determines the form of the dependence of the }aIIET)
(Fig. 5).

Turning to Fig. 1, one can notice that in the central part of the crystal the magnitude of the
arising stresses is relatively small, and the directions of the stress vectors are least defined (the
radius of “curvature” of the anisotropy axis is maximum). If we do not take into account the
exchange interactions, it follows from the latter that in the central part of the “glued” sample all
possible orientations m in the basal plane are approximately equivalent from the energy point of
view. Obviously, this circumstance facilitates the rotation of the vector m under the action of the
field in the basal plane of the crystal. Consequently, in stressed FeBOs, the process of the
displacement of the Bloch domain boundary along its thickness begins in a weaker magnetic field,
which is likely to determine a certain increase in the magneto-optical susceptibility of the “glued”
sample (Fig. 5)'

“unstressed” crystal

Conclusion

It is shown that the presence of mechanical stresses of C; symmetry in the basal plane of the
FeBOs crystal leads to a rearrangement of its domain structure from 180 to 120 degrees, in which,
unlike the usual domain structure, the spontanecous magnetization vector smoothly changes its
azimuth in the basal plane along the direction domain boundaries.

It was found that the appearance of a 120-degree domain structure leads to a substantial
increase in magnetic anisotropy in the basal plane of a stressed crystal, which leads to a change in
its magnetic susceptibility and magnetization curve.
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In this paper, an attempt to synthesize the phosphor using powerful hard radiation fluxes. White
light-emitting diodes (LEDs) are considered a good lighting devices due to their unsurpassed qualities,
such as energy saving and long service life. The synthesized ceramics has the characteristic properties
of YAG: Ce, YAGG: Ce phosphors. In total, 10 types of phosphors were chosen for research. Phosphors
differed in the presence of Ce203 and gadolinium ions incorporated as a modifier.

Keywords: white LEDs, yttrium-aluminum garnet, phosphor, ceramics, synthesis in the radiation field.

Introduction

OnYAG:Ce based phosphors are the most promising for use in LEDs [1-2]. Phosphors are
crystalline multicomponent systems [3-4]. The synthesis of YAG:Ce phosphors is carried out by
different methods: solid-state reactions, [5], laser ablation [6], sol-gel method [7], hydrothermal [8],
pyrolytic spraying [3], coprecipitation [9], using combustion [10] and others. The most common is
the synthesis using solid-phase reactions. But this method, as well as the others listed, requires to
use a high temperatures. The melting points of the components are from 2455 °C in Y,03 to 2075
°C in Al,O3. Therefore, the reproducibility of the synthesis results is low: the elemental
composition of microcrystals differs significantly from that included in the mixture, the
composition of different batches of phosphor even during synthesis under the same conditions, and
the same initial composition of the mixture are changes [11-13]. This also affects to the luminescent
properties of phosphors. Therefore, work is constantly ongoing to improve synthesis technologies.
In this work, we present the results of studies YAG:Ce based phosphors synthesized in a radiation
field.

1. Experimental technique

The samples were synthesized by high-power electron beam generated electron accelerator
ELV-6. The possibility of using such a method was first demonstrated in [13-14]. Synthesis in the
radiation field should obviously contribute to the occurrence of solid-phase reactions. In the present
work, phosphors of different compositions were synthesized with a Y,0O3 charge content of 22 to 36
wt%, Al,O3 ~56 to 62 wt%, Ce,03 ~4.8 to 9.1 wt%, and Gd,O3 ~0 to 12 wt% (Table 1).

The structure and elemental composition of these samples were described in [15]. The
luminescence spectra of samples and the luminescence excitation spectra were measured using an
Cary Eclipse (Agilent) fluorescence spectrophotometer. The photoluminescence kinetics was
registrated by a Hamamatsu PMT through a monochromator when excited by a nitrogen laser at a
wavelength of 337 nm.
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Table 1.The initial composition of the synthesized samples

z
e

Compositions Sample number
ALO3(59.5%) + Y203(35.7%)+ Cer03(4.8%)

ALO3(56.8%) + Y203(34.1%)+ Cex03(9.1%)

ALO3(59.5%) + Y203(23.8%) + Gd203(11.9%) + Ce,03(4.8%)
ALO3(56.8%) + Y203(22.7%)+ Gd203(11.4%) + Cex03(9.1%)
Al,03(56.8%) + Y203(34.1%)+ Ce203(9.1%)

AL03(59.5%) + Y203(23.8%)+ Gd,03(11.9%) + Ce,03(4.8%)

Al,05(59.5%) + Y203(35.7%)+ Cex03(4.8%)

Al,05(56.8%) + Y203(34.1%)+ Ce203(9.1%)

ALO3(56.8%) + Y203(22.7%)+ Gd,03(11.4%) + Cey03(9.1%)

O| 0| | | | | W[ DN —
O| 0| | | Nn| | WD —

2. Results and Discussion

The synthesized samples were ceramic balls with a diameter of 3-6 mm of a characteristic
yellow color. The samples were crushed into powder, photoluminescence spectra were measured
upon excitation by laser radiation A 337 nm. Excitation spectra and decay kinetics were also
measured. It was established that the main luminescent characteristics of the synthesized ceramic
samples are mainly similar to those known for the solid-phase synthesis of phosphors obtained by
traditional methods [16]. Fig. 1 shows the results of study the luminescence spectra of powdered
samples of different compositions; the luminescence spectra have the form of a monopole by
exciting on 337 nm.
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Fig. 1. Luminescence spectrum of YAG (a) and YAGG (b) ceramics samples excited by 337 nm.

A comparison of results of measuring the characteristics of the spectra gives the following.
There is a large variation in the positions and half-widths of the luminescence bands. In YAG:Ce
ceramic samples the positions of bands are in the range from 546 to 563 nm, the half-width is from
0.42 to 0.49 eV. In YAGG:Ce from 548 to 570 nm and from 0.44 to 0.48 eV, respectively. In
general, tendency is: the entering of gadolinium leads to a band shift to the red region. The wide
variation in the band characteristics is explained by the following. In strongly defective systems,
which are YAG:Ce ceramics samples, the luminescence center is an element of a nanodefect, a
complex defect [17]. Nanodefect is formed during the synthesis. The formation does not have time
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to complete at a high rate of ceramic synthesis. Therefore, small differences in the synthesis
conditions, primarily during the preparation of mixtures, can lead to deviations in the structure of
the nanodefect. This is manifested in a change in the characteristics of the spectrum due to
differences in environment of luminescence center. The maxima position, the half-width of the
spectra, the kinetic parameters at a wavelength of registration of 540 nm pulsed photoluminescence
are presented in table 2.

Table 2. The maxima position, the half-width of the spectra, the kinetic parameters at a wavelength of
registration of 540 nm

Sample Aex=337 nm Photoluminescence kinetics parameters at A = 540 nm
number AE, eV Amax Ty, NS A Tp, NS A,
1 0.494371 563 38.78 0.51 70 0.6
2 0.427453 545 62.34
3 0.477145 570 28 0.5 64.29 0.6
4 0.459989 548 21.44 0.85 60 037
5 0.441487 546 65
6 0.441029 554 29 0.4 62 0.69
7 0.422713 548 67.71
8 0.456703 550 70
9 0.484883 570 37.16 0.475 68.37 0.6

Figure 2 (a,b)shows the results of study of the luminescence decay kinetics of synthesized
ceramic samples after excitation by a nanosecond laser measurement pulse at 337 nm.
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Fig. 2. Photoluminescence kinetics of YAG ceramics excited by a 337 nm nitrogen laser

In the majority of studied ceramic samples, at least two stages of decay with characteristic
times ~ ns and long in the microsecond range take place. For some samples, the decay pattern is
described by a single exponent. There is a difference in the decay amplitude ratios in the first stage

Conclusion

The luminescent characteristics of YAG: Ce ceramic samples synthesized in a radiation field
were studied. In general terms, the spectral and kinetic characteristics of ceramics luminescence are
similar to those known for YAG: Ce phosphors and ceramics obtained using the solid-state reaction
method. Therefore, the radiation method for the synthesis of luminescent ceramics which differ
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fundamentally from the existing one, can be considered as an alternative. It was shown that the
luminescence characteristics of the synthesized samples have a large variation. This is explained in
the framework of the notion that the luminescence center, cerium ion, are elements of nanodefects
which formed during the synthesis. In the synthesis of samples, the radiation field, which takes 1 s,
does not complete the formation of nanodefects. Subsequent annealing of the samples is required to
complete their formation.
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This work is devoted to the development of a dynamic model of wind speed designed to solve the
problems of wind power. The time model of wind is presented in the form of two components - constant
and turbulent. The Kaimal spectral model recommended by IEC 61400-1:2005 is used to describe the
turbulent component of wind speed. The initial data for the calculation of turbulence parameters are
the class of wind power plant, which is determined by its location, the height of the axis of rotation of
the wind wheel and the average wind speed for the specified time interval of simulation. Computer
implementation of wind model is carried out on the basis of statistically independent sources of white
noise acting on forming filters, output signals of which are summed. The analysis of the obtained results
shows that the wind flow model implemented on the basis of the method of forming filters provides
adequate modeling of the longitudinal component of wind speed and can be used to solve the problems
of wind power engineering.
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Introduction

The priority direction of the development of modern energy is the application of the
improvement of environmentally friendly technologies for the production of electric energy. Wind
power is one of the most popular and widely used renewable energy technologies. According to the
International Renewable Energy Agency (IRENA), about 52 GW of wind-based generation was
introduced in 2017, bringing the total installed capacity of wind power plants to about 539 GW [1].
According to Harvard University studies based on very conservative assumptions, by 2020 the
installed capacity of wind power will reach 1000 GW, and in many technologically developed
countries the share of wind power will be more than 30%. The rapid development of wind power is
greatly facilitated by the efforts of scientists aimed at improving the technologies of component
production and operation of wind power plants [2, 3].

One of the pressing tasks of increasing the energy efficiency of wind power plants is to find
new and improve the known control algorithms [4-7]. The necessity to solve this problem is due to
the fact that in order to extract the maximum available wind flow power, it is necessary to control
the speed of |wind turbine (WT) rotation according to certain laws in accordance with the dynamics
of wind speed change. Given the high complexity of the problem identified, most researchers use
mathematical computer modeling techniques to solve it. One of the most important components of
the integrated mathematical model of WT required for research is the dynamic model of wind
speed. The development of a dynamic model of wind speed is a difficult technical task due to the
transient characteristics of wind speed data, which largely reflect turbulent dynamics in the
atmosphere. The analysis of scientific papers on dynamic wind modelling for wind power has
shown that the authors apply different techniques and methods, which differ mainly in describing
the turbulent component of wind flow [8-10]. At the same time quality of wind models in this field
of research is mainly determined by adequacy of display of dynamics of change of longitudinal
component of wind flow and simplicity of computer implementation.
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The purpose of this research was to develop a universal dynamic wind model to solve various
wind power problems implemented in the Matlab/Simulink software complex.

1. Theoretical justification of dynamic wind model

Modern software complexes such as ANSYS, ARIMA and others [11, 12] allow to model
stationary and non-stationary turbulent air flows in time and space. The main purpose of these
software complexes is to model aerodynamic effects on structural elements of high-rise buildings.
The use of complex multi-dimensional wind models built on the Navier-Stokes differential
equations describing the movement of non-stationary airflow for the identified study tasks appears
to be redundant, and wind models based on statistical distribution functions have become most
common in wind power. Of greatest interest is the longitudinal component of wind speed, which
ultimately determines the mechanical and output electrical power of the WT. Time fluctuations of
major meteorological factors, such as wind speed, pressure, humidity, etc., contain components
ranging from fractions of a second to at least hundreds of years. From the point of view of
simulating the operating modes of the WT, time intervals ranging from seconds to several hours are
of practical interest.

Micrometeorological variations in wind speed with periods ranging from a fraction of a second
to minutes are determined by small-scale turbulence. Its energy spectrum in the surface layer of the
atmosphere has a maximum in a period of about 1 min. In a meso-meteorological time interval with
periods of minutes to hours, intense fluctuations of meteorological elements are relatively rare. It
allows obtaining relatively stable average values of wind speed, temperature, etc., using averaging
over periods of 10-20 min. Figure 1 shows the spectral distribution of horizontal wind speed
constructed by Van der Hoven from measurements at the 125-metre meteorological tower at
Brookhaven.
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Fig.1. Horizontal wind speed spectrum

It can be seen from the graph that the frequency of the energy spectrum of the synoptic and
daily fluctuations of wind speed differs significantly from the high-frequency fluctuations of
turbulence, which allows to use independent time sampling for their mathematical description with
subsequent superposition.

Under the assumptions taken, the time model of wind can be represented as an equation:

V(e)=V +w(), (1)
where Vis the average speed of wind is 10 minute time interval; v(¢) is a dynamic or turbulent

component of speed of wind.
For statistical description of the turbulent component of wind speed in wind power, empirical
models of spectral density S(f) are preferably used, the most famous of which are Davenport,
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Karman and Kaimal functions [13]. To model the dynamic component of wind speed, the current
work used the Kaimal spectral model recommended by the international standard [14].

According to the normal turbulence model, turbulent wind velocity fluctuations are assumed to
be a stationary field of random vectors whose constituents have a Gaussian statistical distribution
with zero mathematical expectation. The power spectral densities of the normalized components
for the Kaimal model are described by the equation:

fSU)__ 4 LIV -
o’ (A+6-f-L/V)"?’
where f'is a frequency in Hz; S(f) is unilateral range of a longitudinal component of a vector of
speed; o - means square deviation of a longitudinal component of a vector of speed; L— is integrated
large-scale parameter of turbulence.
Spectral decomposition shows a stationary random function decomposed into harmonic
oscillations of different frequencies fi, f>, ..fi, with harmonics amplitudes being random values.
According to Fourier's theorem any function with the period of 7t can be presented in the row form:

F(O)=d,+ > 4, -cos(@yt+9,), (3)

k=1
where Ay is the amplitude of k-t4 harmonic oscillation;wy is the circular frequency of harmonic
oscillation; ¢, 1s an initial phase k-#4 fluctuation;Ayis the free member representing population mean
of function on 1 interval.
On the other hand, the dispersion of a stationary random function is equal to the sum of the
dispersions of all harmonics of its spectral decomposition:

D:GZ:IS(f)-df:ka:iS(fk)-Af, )

If the same set of frequencies is used for spectral decomposition of the function and Fourier
series, it follows from (3) and (4) that the amplitude of the k-4 harmonic oscillation of the Fourier
series will be equal to the standard deviation of the corresponding harmonic of the spectrum:

4, =D, =S &, (5)

where Afis the distance between adjacent frequencies.
For a final number of frequencies N, the equation for the longitudinal component of wind
velocity determined at time interval 7 can be represented as follows:

V(1) =V+ZN:Ak -cos(w,t+,), (6)

k=1

where ) is the wind speed averaged over a 10-minute time interval.

In expression (6) time of modeling of T corresponds to a half-cycle of the main harmonica: 7=
T, respectively number N determines the frequency of sampling of a temporary signal:

T V4 1 k

At e Aw 7 Af R t=k-At k=1.N f, ST (7)

Expressions (2) - (7) allow to construct a simulated time model of the longitudinal component
of wind speed, if spectral parameters of turbulence are known. The size of spectral density for the
corresponding frequency of f; is defined from the equation (2), and the phase corner of ¢ represents
a random number in the range from 0 to 2n. The spectral parameters of turbulence for the Kaimal
model are determined in accordance with the requirements specified in IEC 61400-1:2005 [14],
according to which all wind power plants in terms of turbulence intensity are divided into subclass
A, B, C, each of which is characterized by its expected value of turbulence intensity of air flow at
the height of the axis of the wind wheel /.
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Class A corresponds to WT with increased turbulence (Z,..=0.16) and is accepted for urbanized
area where the roughness of the Earth's surface is Z¢p>0.3. Class B corresponds to more open area
(0.1<2(<0.3) and turbulence intensity for it is taken equal to /..~=0.14. Class C is characterized by
open area (Z(<0.1) with turbulence intensity /..~0.12, Table 1.

Table 1 -Basic Class Parameters WT

Class WT I I I S

Vied(M/C) 50 42.5 37.5 | Values of calculated parameters are
A L 0.16 assigned by a designer

Blet 0.14

Clet 0.12

Wind speed in the surface layer of the atmosphere depends significantly on the roughness of
the Earth's surface, consequently, the nature of the location of the WT and the height of its mast 4
will have a direct impact on the total generation of electric energy [15]. Most meteorological
stations record wind parameters at a standard height of 10 m. To determine the average wind speed
at other V, altitudes, an approximate empirical formula can be used, which includes the value of the
standard wind speed Vo, measured at an altitude of ten meters:

V.=V, -(ln(h)/ln(lo]j, m/s 3

where zj is the roughness of the Earth's surface, the numerical values from Table 2 [16].
. <
A:{0'7 Z Z<60m 9)
42m Z>60m

To calculate the integral scale parameter of the longitudinal component of the velocity vector
L, the expression is used:

L=8.1-A (10)
The initial data for the calculation of turbulence parameters are the WT class, which is
determined by its location, the height of the axis of rotation of the wind wheel Z and the average

wind speed for a given simulation time interval Vo

Table 2 - Parameters for calculation of vertical wind flow profile.

Type of terrain Roughness of a surface, zy (m) Class of rou.ghness of
a relief

Water surface 0.0001
Desert 0.0003
Flat snow cover 0.001 0
Airport runway 0.01
Countryside with separate buildings and 0.05 I
fences
Countryside with trees, forests, villages 0.1 )
Numerous trees, shrub 0.2
Mountain area 0.3
The city 0.5 3
Big cities, forest 1.0
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The software implementation of the above model is carried out in two stages. At the first stage
values of amplitudes Ay and phase corners of ¢ of the corresponding harmonics of the modelled
signal pay off, and at the second stage its synthesis is carried out. To fulfil the calculations, two
numeric data arrays must be created: one with dimension M1 [m, N], and second with M2 [N, Nf].

The parameter min the M1 array is determined by the number of calculated variables: f, S(f;),
Ay, etc. The value N defines the number of harmonic oscillations that are taken into account in the
decomposition of the function. With a small value of N we obtain a low accuracy of calculation, a
large value of N requires additional resources. For the solved class of tasks it seems quite acceptable
to choose the number of harmonics taken into account, on the order of N=50-100. The Nt parameter
corresponds to the specified number of process calculation points used for output. It is important to
note that frequency synchronization adopted in model development requires certain ratios between
N and M.

For example: the purpose of modeling is imitation of a longitudinal component of speed of
wind on a time interval of 7Ti,,q =100 s with sampling A=0.1 s. If directly to accept page 7=100s,
then at N=50 in expressions (7) we will receive Ar=2s that much more exceeds a desirable interval
of sampling. For this example it is necessary to determine the decomposition period as 7=A¢N,
then to calculate the parameter ¢ which defines dimension of the output array N=c-N and number of
cycles of calculation which need to be executed for its full filling:

_ Lo
T (11)

Figure 2 shows an example of simulating the longitudinal component of wind speed at a time
interval of 40 seconds with a sampling of 0.1 s. The simulation was carried out under the following
conditions: average wind speed V' = 6.0 m/s, turbulence intensity /.t = 0.16, height of rotation axis
of wind wheel Z,,;, = 15 m.

9
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Fig.2. Results of simulation of the longitudinal component of wind speed

The simulation results are well consistent with the results of studies by other authors involved
in the development of mathematical wind models for wind power [17-19].

A disadvantage of the above simulation method is that the spectral density S(f) of the turbulent
velocity component v (t) is approximated by the sum of fractional-rational functions:

S(f)=ZSk(f), (12)

that results in the need to create and store large number arrays in the RAM of the computer.
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A forming filter method can be used As an alternative method of simulation of random
variable. According to this method, the value of the random variable v(t) having the spectral density
S(f) will be equal to the output signal of the transfer function link W(s) when exposed to the white
noise A(t) with a single spectral density when the condition is:

2
S = (s) (13)
In practice, this method is implemented by selecting the family of frequency characteristics
Wi(s) at k= 1... N2, at which the approximate equality is achieved:

S(f)= Z|Wk<s>|2 (14)

It should be noted that the N2 value is generally much smaller than N in equation (6), which
provides significant savings in computing resources.

2. Implementation of dynamic wind model in MatLab/Simulink

Computer implementation of wind model is carried out on the basis of N2 statistically
independent sources of white noise acting on N2 of forming filters, output signals of which are
summed. The authors of the [18-20] have obtained a satisfactory approximation to the initial
spectral density for the Kaimal distribution at the number of generating filters N2 = 5 in the
frequency range up to 1 Hz, which is quite acceptable for wind power calculations. Transfer
functions for the Kaimal distribution are as follows [15]:

L
270 DLV -s \2898-D- s
W.(s)= , Wy (s)= 4

1 3 L 3 2 L ’
2k sro06L S Lo =
2V ap pr ST srlan
63OO-D-II;-S /9000~D-§-s
(5= ’ W)= 3 : ()
g-—2~s2+11.4-;~s+21.7ﬂ' S 43S s+ 315 4T
T
13200-1)-%5
I/VS(S): 3 Lz L ’
2L 1186- 25+ 57667
2TV V

In expression (15), the following variable designations are used: D is the dispersion of the
longitudinal component of wind speed, m?/s% Lis the scale of the longitudinal component of
atmospheric turbulence; V is the average wind speed at the level of the wind wheel hub, m/s. The
wind model implemented as a subsystem in MatLab/Simulink is shown in Figure 3.

The primary initial wind flow simulation data are:

Zy — roughness of the Earth’s surface, m; Z,, — tower height of WT at the level of the hub, m;
V' — the average wind speed accepted for simulation, m/s.

The calculation sequence for preparing input data to the model dialog form is as follows:

1. The value of the Zj is determined from Table 2 and the specified location of the WT.

2. Taking into account the recommendations [21] in Table 1, class of WT and intensity of
turbulence I.s. are determined.

3. Equation (9) determines the standard deviation of the longitudinal component of wind speed
o and its dispersion D= ¢°.

4. Equations (10), (11) determine the scale parameter of the longitudinal component of the
speed vector L.
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Figure 4 shows an example of simulating of a longitudinal component of wind speed over a
time interval of 40 seconds with initial simulation data corresponding to Figure 2.

sqit270°D*L*V).s
0477 2Vs+0.6"L

sqt(2898°D°LIV) s
0.477*L22\"2s 23 15L/Ve+3.77

sqrt(E300°D*LIV) s
0.477°L42/*25 211.4*LVs+67.86

sqi(8000°D*LV).s
" 0477 20428 243 5°LIVS+990 86

[

sqri(13200°D°LV) s
0.477°L°2/V"2s 2186°LIVs+18114

EE:

"4 Source Block Parameters: wind_model ]ﬂ

Enter simulation data

Dispersion of the longitudinal component of wind speed, m2/s2
2.61

Scale of the longitudinal component of atmospheric turbulence
85.15

Average wind speed, m/s

6
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—

Fig. 3. Wind flow model with input parameters window
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Fig. 4. Results of simulation of the longitudinal component of wind speed

The analysis of the obtained results shows that the wind flow model implemented on the basis
of the method of forming filters provides adequate simulation of the longitudinal component of
wind speed and can be used to solve the problems of wind power engineering.
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Conclusion

As a result of the research a dynamic wind model has been developed and implemented in the
MatLab/Simulink software complex, which can be used to solve a wide range of wind power
problems: research of wind turbine performance during turbulence and stochastic changes in wind
speed, development of effective algorithms for control of the operating mode of the WT, etc. The
model is implemented in the form of a separate functional unit, which provides simplicity and
convenience of its practical application.
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This article is a continuation of scientific research on the calculation of the effect of
friction resistance of end plates on the aerodynamics of a flat jet. In the previous works, the
resistance was calculated for a turbulent boundary layer. This paper shows the results of
calculating the effect of friction resistance of end plates on the patterns of development of a flat
free jet. A flow diagram of the jet between the end surfaces has been constructed. The
resistance calculation for the laminar boundary layer has been carried out. The formula for
calculation of the change in the maximum jet velocity in a first approximation has been
derived. The comparison of the theoretical calculations with the experimental data has shown
a good agreement.

Keywords: three-dimensional jet, flat jet, end plates, frictional resistance, boundary layer

Introduction

Over the last few decades, the dynamic and oscillatory response of a free three-dimensional jet
flowing from a rectangular outlet cross-section nozzle, on the main and partially on the initial
section of the current, have been subjected to detailed research [1-5]. Recently, attention has also
been paid to the development of the vortex structure and its effect on the development of turbulent
and mean flow properties on the initial, transition and main sections of a free jet stream. In
experimental installations in the study of a plane jet, as a rule, in order to exclude the effect of
finiteness of the rectangular nozzle height, the flow field is limited by end plates installed in parallel
to the direction of flow, as a continuation of the end walls of the rectangular nozzle outflow section.
As we see here, due to the influence of the end walls, instead of a three-dimensional jet, we obtain a
plane jet bounded by these side walls.

It can be said that the new experimental and theoretical data obtained provide broad
information about the effect of end walls and large-scale coherent vortices on the development of
turbulent jets that flow from a rectangular nozzle. For example, in work [6] the effect of friction
resistance of the end plates on the patterns of a plane free jet was experimentally investigated.
Recently, much attention has been given to the study of coherent structures of the wall jets flow [7].
This field is an important target of research. It is also important to continue research on dynamic
flow properties. In this paper, as a continuation of experimental studies shown in [6], a theoretical
calculation of end plates friction resistance effect on the development patterns of a free plane jet is
performed.

1. Calculation of friction resistance face end plates

Calculation of the resistance effect on the end walls. To calculate the effect of resistance of the
end walls on the flat jet attenuation, we will look at the following jet flow scheme between end
surfaces. Fig. 1 shows the jet flow schemes bounded by the end flat walls, in the xoy plane. In the
xoy plane the jet, as in the ordinary free jet, has an initial ("i" index), a transition ("¢" index) and
main sections and lateral free mixing boundaries, the nozzle width in the axis direction is 2b. In the
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xoz plane, the 24 high jet flowing from the nozzle is bounded by the end plates from the sides in the
direction of the oz axis. On the first section of the jet, after leaving the nozzle along the end walls, a
laminar or turbulent boundary layer develops with a uniform profile along the z axis between the
boundaries of the boundary layers. The development of these boundary layers is similar to the
boundary layer when the plate is flowed past by a uniform flow. At the end of the 1-section, the
boundary layers are joined on the jet axis and the 2-section of the jet begins, in which the flow in
the xoz plane is analogous to the flow in a flat channel. Accordingly, the development of the
boundary layer and the flow on the first section are analogous to the flow past the plate by a
uniform flow, while in the second section it is analogues to a flow in a flat channel. The geometric
parameter A=2//2b characterizes the relative elongation of the outlet section of the nozzle.

2

1<
7[7'

| = -

k——— Section ] ————— Section 2

Fig.1. Diagram of a flat jet bounded by the end walls:
1 —nozzle; 2 — end plates. x, y, z — right angled Descartes coordinates; 6 — current value of the boundary
layer thickness; o, — free jet boundary layer thickness in y-direction. U, — velocity on the jet axle

In view of the foregoing, on the first jet section we adopt the change in the boundary layer
thickness along z on the end plates as the following dependences:
- for laminar flow

5 = 5.0xx

z /Um X X (1)
14

for a turbulent boundary layer

. 037x
- %
U xx @)
14
Here x is the longitudinal coordinate, U, is the velocity at the jet axis, v is kinematic viscosity,

and Yn XX _ e adopt as a Reynolds number Re = U, xx
v : v

The length of the first section is determined from the condition of x=x; with &, =4. Thus, in
order to determine walls resistance, we can use the following formulas from the paper [6]:




Energy. Thermophysics. Hydrodynamics. 87

_lo6 U, x2h
f_Re’Re_—v (3)
0.664
C - ¢, = 00576
Remx: or » (UmXXJ'
|4

After the boundary layers come in contact for the second flow section, we apply the law of
resistance in a flat channel with ¢ hydraulic resistance coefficient for laminar flow:

16 2
£= o Re = UmVLh (3a)
For turbulent flow:
0.3164
£= -~ ,Re:U'nTX"r, 4)
e4

where d, = % is hydraulic diameter, defined as the ratio of the quadruple section area of channel

F to its perimeter 9.
Below we provide an approximate calculation of the change in the total jet momentum under
the effect of end walls resistance in the laminar jet flow.

2. Calculation of resistance at a laminar boundary layer

In the presence of end walls resistance, the total jet momentum is not conserved and decreases
along the length of the jet [6]:
5
dK ’
—==2|7,d
=2 ey, 5)
=5,
where K is the total flow momentum in any jet section, z, is the frictional stress on the wall at a y
distance from the symmetry plane, and Jyis the total half-width of the jet equal to the distance from
axis to the outer boundary at U = 0.
Considering the jet between closely spaced plates with the Reynolds number being

Re, =U—0b< 102 (0 index is the value of the elongation parameter at the nozzle edge) and A<1; the
v

first section length is small and the boundary layers on the walls contact at the axis already at a

distance of );—‘ <10 . Therefore, for approximate calculation, we could adopt the profiles both along

z axis and along y axis established from the end or from the nozzle exit; the plate resistance is
calculated using the laminar boundary layer model.
For simplicity, we assume that along oy axis the velocity profile of the jet corresponds to the

polynomial [6], and along oz axis — to the parabolic profile in the flat channel:

U 2

=l (©)

U, h
where U, is the velocity value in the jet section with coordinates x, y at z=0, U is longitudinal
velocity. The polynomial is represented as follows:

4

_[[]]1 =1-6n°+8n> -3n*, (7)

m
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where U, is the velocity at the boundary of the wall boundary layer at a distance of J, from the wall

at the appropriate distances 77 = from zox plane in this section.

5
f
We use (7) in (6), then along the jet section the velocity distribution will look as follows:
U z? 2 3 4
—=1-=|1-6n% +87° =3n*),
o ( hzj( n* w8 -3 (8)
Total jet momentum in this section is as follows:
h oy
K =4[ [ pU’dydz =1.579hepU ) » 9)
00

where p —is the liquid (gas) density.
Friction resistance of the Walls on a section with dx length:

16576U, 24 <U, >
pUZSdx 4dx [ 7,dy = 4d LZ gy =,
" Re, A U, g XIT yerl iy s T (10)
|4

where 7y, 1s the frictional stress on the wall at a distance y from the plane of symmetry.
We use (9) and (10) in (5) and after generation we obtain the following:

U
o))
17’” 20 f Reoﬂ20 %
U, b U,

U X 2b

v
In the right part of (11) we use the null approximation solution

m Um
3}"[%}

and after integration and exponentiation we obtain the following:
U, N 10.50 \/? N \/?
— = eXpl ————5 [T | = exp| —a,|—
UO £+x70 |: Reo/iN b £+x70 b (12)
b b b b
1050
Re, N

In order to obtain a solution in the second approximation (12), we again use in the right part
(11) and integrate. As a result, we obtain the following solution:

where Re, , here Uy — is an initial flow velocity.

where x — is the pole distance, a =

X

lng_z_glng_ai[exp[aﬂ (—ax a\/_+1j } (13)

0

b

b

where x; — is the initial section length.
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After (13) exponentiation we obtain:

X x&p{—%{exp[a&}x(%x—a x+1j—lﬂ (14)

5

In case of the values of %SIOO and 4+/x << 1 the function (14) can be represented as a
following series:
Um N XN X aXZ
- xexpl-a=f +7)

Up x X (15)
b b

3. Discussion of results

Calculation comparison for (15) with the experimental data is shown in Fig. 2 for a jet at
4=0.62, Up=9.2 and 44.1 m/s.

10 78%e 3o ol <imb. |PY form_
, (15)

0g

1.3

04

0.2

0 10 20 30 40 50 X 60

Fig.2. Dependence of Y on the distance from nozzle when 4=0.62.
0

Lines / and 2 calculation based on (15); line 3 calculation based on [6].

The same figure also provides calculations for the turbulent boundary layer from work [6]
using the following formula:

u, N 0.1481(x]0'9 0.01372(xj1'8 0.00288(x]0'27
= XeXp _—_ = +—2 — ——3 —
U [r. % 4 b 2 b B \b
b b
where 4=ARe)* N** .

As can be seen, formula (15) much better corresponds to the experience data with 1=0.62,

whereas the formula for the turbulent boundary layer is in better agreement with the experimental
data with 1 >1 [6].

(16)

b
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Conclusions

A jet flow diagram was constructed between the confining end walls. In the xoy plane, the jet
propagates as a free jet. In the xoz plane in the first section, the boundary layer formed on the end
walls is similar to the boundary layer when flowing past the plate as a uniform flow, and in the
second section, when the boundary layers close on the axis of the flow, the flow is analogous to the
flow in a flat channel. The paper shows the results of calculation of end plates friction resistance
effect on the development patterns of a free flat jet. The resistance is calculated for a laminar
boundary layer. A calculation formula is obtained that describes the change in the maximum jet
velocity in the initial approximation. The results of calculation are compared with the experimental
data.
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The article presents the diagnosis of heat power facilities. The distinguishing features of the
applied method are shown in solving a number of technologically important diagnostic problems, in
particular: quality control of pipe welds, determination of residual stress, structural, mechanical,
elastic properties of materials. The physical foundations of the laser optoacoustic method for exciting
ultrasonic waves are theoretically investigated. It is shown that this method is based on laser
thermooptical excitation of broadband ultrasonic signals in a test object. Absorbed in a thin surface
layer of the object under study, the laser pulse excites a broadband ultrasonic pulse. Propagating in an
object, an excited ultrasonic pulse (either a transmitted or scattered ultrasonic signal with a high
temporal resolution is recorded) carries information about the object under study.

Keywords: Laser optical-acoustic method, heat-power objects, defects.

Introduction

By definition, heat and power facilities are a complex of interconnected technological
equipment (machines, installations, mechanisms, automation and control systems, engineering
networks, etc.) intended for generating and transporting heat energy to the consumer. Characteristic
features of heat-power objects are that they are under constant external influences (temperature,
pressure and other physical loads) throughout almost their entire life cycle. Therefore, the safety
and reliability of their operation largely depends on timely and high-quality technical diagnostics.
As a rule, the structural foundations of many of these objects are made up of metal materials (screen
pipes of boiler plants, discharge plants, steam generators, pipes and shut-off valves, etc.), which are
especially exposed to high temperature and pressure differences.

It is known that the formation of defects and destruction of metal parts almost always begins
with the formation of microcracks on the surface or deep under the surface of the material. The
presence of a concomitant tensile stress on the surface of the studied objects leads to the growth of
cracks and thus their further destruction. It is known that the formation of defects and destruction of
metal parts almost always begins with the formation of microcracks on the surface or deep under
the surface of the material. The presence of a concomitant tensile stress on the surface of the studied
objects leads to the growth of cracks and thus their further destruction. Compressive stresses,
though, prevent the growth of cracks, but contribute to their formation. If, in addition to the stresses
arising from workloads, there are also so-called residual stresses in the metal that arose as a result of
special processing or previous operation and remain in the absence of workloads, these stresses are
summed up. Therefore, to study the suitability and increase the service life of metal products, it is
very important to determine the sign and value of residual stresses in the product [1]. From this
point of view, the use of more effective methods of technical diagnostics (TD) and non-destructive
testing (NDT) of heat and power facilities plays a key role in the implementation and solution of
tasks for the safety and reliability of their operation.
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As shown by the research on the technical condition of heat power facilities (for the main
sources of heat — boiler equipment, heat networks, heat points, etc.) [1-16]. In the context of the
regions of the Republic of Kazakhstan, currently more than half of them have long worked out their
operating resources and need major repairs or complete replacement. In this regard, it becomes
necessary to solve the problem of creating systems for monitoring, diagnostics and monitoring of
these objects in order to prevent and reduce the risk of an accident. It is revealed that the frequency
and nature of the level of accidents, damage to boilers (including Autonomous, low-power), heating
networks, heat points and other auxiliary equipment, in the vast majority of the overall picture of
the state of objects is similar and is primarily associated with:

— wear and tear of equipment due to the expiration of its service life (up to 65-70%);

— leaks (micro-cracks) in the boiler sections and heat exchanger tubes;

— accumulation of scale and sludge in boilers and furnaces;

— formation of scale and leaks on the front and screen pipes of the boiler;

— aviolation of the rules of operation and safety;
exceeding the permissible values of the coolant pressure;
non-compliance with modern conditions or poor-quality standards and operating rules (both
for metal and polymer bases) of heat pipelines;

— lack of specialized diagnostic laboratories and automated systems of regular monitoring for
early diagnostics and assessment of the technical condition of these facilities.

1. A brief comparative analysis of the available methods of technical diagnostics
and non-destructive testing.

Currently, the following main methods of technical diagnostics and non-destructive testing of
various technological objects are identified [11]: Visual and measuring; Ultrasonic; Acoustic
emission; Radiation; Magnetic, Eddy current, Penetrating substances (capillary and leak detection),
Vibrodiagnostic, Electric, Thermal, Optical and spectroscopy.

As a rule, each of these methods has its advantages and disadvantages, depending on the
specific purpose and task of diagnostics. Also, the physical properties of materials and
characteristics of research objects are of crucial importance when choosing a specific of NDT
methods. Of course, when several methods are used to diagnose objects simultaneously, the
probability of determining their real state increases. Depending on the spatial location of possible
defects, they can be divided into surface, subsurface with a depth of 0.5 to 1.0 mm and internal with
a depth of more than 1.0 mm. Almost all methods are applicable for detecting surface defects, but as
a rule, the most effective are visual-optical, magnetic powder and capillary, and for detecting
subsurface defects — radiation, ultrasonic, eddy current, and magnetic powder. As practice shows, in
the field of heat power engineering, optical, thermal and acoustic (ultrasonic) methods have
received the greatest distribution (more than half in relation to other methods of non-destructive
testing) [15].

Standard methods and diagnostic technologies based on the above methods are used for
thermal power facilities (when examining the quality of welds, seams, joints, and the structural
composition of the material). For example, for welded joints and metal structures, this technique is
called styloscoping - the simplest type of qualitative spectral analysis for the presence of alloying
elements in various metals and alloys. Such a diagnostic procedure is mandatory (according to State
Standard 7122-81) for all heating metal surfaces (boiler installations, pipelines, etc.) and welded
joints. This method allows you to clearly determine the presence of a certain composition of
alloying elements in metal and alloys. In this way, you can control the quality and brand of the
welding structure used. The device for stylescope diagnosis and study of spectra is called
stylescope. Also, based on the method of capillary flaw detection, the method of color flaw
detection (State Standard 18442-80), which is designed to detect surface and through defects,
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determine their location or extent (for extended defects of some types) and their orientation on the
surface of the object under study. The essence of this method is the penetration of a liquid indicator
into the defect, which is well wetting the test material, on the visual study of the material surface
and on the subsequent registration of indicator traces [16].

The laser optical-acoustic ultrasonic method includes the features of these methods and is
therefore the most versatile, informative, sensitive and in many other parameters (high resolution,
visualization, imaging, velocities etc.) superior to many traditional methods of NDT. In particular,
in contrast to the traditional ultrasonic method of diagnostics, the parameters (space-time) of the
probing pulse allow creating and registering ultrasonic waves of wide frequency bands with the
laser OA ultrasonic method. In the end, these characteristics allow you to get better images when
visualizing defects and avoid the so-called "dead zones" in the objects under study. As noted, of
particular interest is the development of combined methods based on laser optical-acoustic and
laser-ultrasonic, which, mutually complementing each other, allow us to obtain more complete
information about the object [6].

Laser optical-acoustic (photoacoustic) ultrasonic (LOAU) method - as a method of non-
destructive testing is relatively "new" compared to other traditional methods. As its name implies, it
appeared as a" laser" after the discovery of lasers and thanks to its unique properties, lasers brought
the optical-acoustic method to a completely new level of development. Numerous scientific
publications and books [2-10, 13-14], regularly international conferences on photoacoustic and
photo-thermal phenomena (ICPPP), as well as the issue of the specialized international scientific
journal "Photoacoustic”, which has a high rating (Impact factor, 5.25 for 2018), indicate the
prospects for the development and application of the LOAU method as one of the most popular
methods of technical diagnostics In the previous works of the authors [9, 18], an analysis of the
current state of this method was given and noted of great interest in the study of the fundamental
thermo-physical properties (study of the thermal conductivity and thermal diffusivity) of various
materials.

The purpose of this work is to evaluate the possibility of using the laser optical-acoustic
ultrasonic method for technical diagnostics of various elements of heat-power objects.

2. Theoretical foundation of the LOAU diagnostic method

Laser opto-acoustic diagnostics is based on the photoacoustic) effect, the essence of which is
the excitation of acoustic waves in the ultrasonic rangef = Z x 10* + 10?(Hz) under the action of
modulated or pulsed optical (often laser) radiation.Although the effect itself was discovered quite a
long time ago (1880, by A. Bell), it received its second revival only after the discovery of lasers as
sources of optical radiation with unique properties.It is the high intensity and correlation of spatio-
temporal characteristics of lasers that allowed to excite acoustic waves of a fairly wide range, which
together with the parallel level of development of signal processing technology contributed to the
wide application and development of the OA method as a whole. Depending on the registration
methods OA signals (in the frequency range), piezoelectric and microphone registration schemes
are distinguished. As a rule, the piezoelectric OA method has a number of advantages: sensitivity
(by several orders), frequency range, degree of visualization (imaging of the surface and subsurface
defects), resolution, etc. Therefore, the piezoelectric OA method of registration is the most widely
used in OA flaw detection. In the theoretical description of the OA diagnostic method, the
thermooptic (thermoplastics) mechanism for generating optical-acoustic signals is mainly
considered. It is assumed that a monochromatic laser pulse with a wavelength of A (or continuous
with intensity modulation f (t)=[ I+mcos(wt)]), falls on the surface (z=0) of the test sample (Fig.1.).

The test sample (blank) is considered opaque at the wavelength of laser radiation A, i.e., it
absorbs at least part of the energy of optical radiation.Further, in the zone of the laser pulse, due to
the processes of thermodiffusion (change in the equilibrium state), on the surface and deep into the
sample, the absorbed energy is converted into thermal energy, causing a local change in temperature
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and, consequently, the thermodynamic and elastic properties of the sample, subsequently
generating acoustic waves (OA signal) at the frequency of the incident optical radiation f. This
process, as mentioned above, is called the thermooptic mechanism for generating acoustic waves.

U-sound < Laser pulse

<
Sample Defect

Z

Fig. 1. Geometry of the problem

At the same time, all thermodynamic parameters of the test sample (object) are located far
from the point of phase transitions.Theoretical equations describing the processes of thermooptic
excitation of acoustic waves in homogeneous isotropic solid-state materials are well-studied and
well-known [2, 8, 13-14, 17]. They represent closed systems of wave equations for acoustic and
temperature waves.Depending on the interaction of optical radiation (conditions of the input optical
energy, parameters of the radiation source, optical and thermophysical properties of the object of
study, etc.), the theoretical descriptions of the generation of OA signals may differ, although the
physical essence of the effect remains. For example, for strongly or weakly absorbing optical
radiation, the spatio-temporalheating regions and, accordingly, the processes of generating the OA
signal change.

One of the important OA parameters is the length of thermal diffusion p, which allows for
varying the frequency of probing laser pulses f, to obtain and control the penetration depth of heat
sources and the parameters of the excited ultrasonic radiation. It is related to the frequency of
optical radiation modulation f and the thermophysical characteristics of the object of study as:

=" g

@

where, y = 9_ is the coefficient of thermal conductivity (m*/sec), k is the coefficient of thermal

conductivity (W/mxK), p is the density (kg/m’), C, is the heat capacity (J/kgxK), and o=2xf (Hz) is
the cyclic frequency.

For the thermal and power facilities (mostly a metal materials) the value of the optical
absorption coefficient is sufficiently large([32106sm']) and accordingly, the optical absorption
thickness (light penetration depth) d =~ 1/B is less. On the other hand, most metal materials are
characterized by high values of the coefficient of thermal conductivity (thermal conductivity) and,
accordingly, the length of thermal diffusion @ according to (1). This allows the conditions d <<u. to
be met. As shown by the analysis of optical-acoustic parameters [2] for most solid-state materials,
up to the frequencies of 10'' Hz, the connection between heat and acoustic waves in the process of
generating OA signals can be neglected, i.e. acoustic waves propagate adiabatically and thus heat
waves do not have time to propagate over a distance of the order of the acoustic wave length during
the oscillation period.These conditions allow us to solve the thermal and acoustic part of the
problem separately. Therefore, to determine the temperature field T (z=0, t), you can use the
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original equations of thermal conductivity with the corresponding boundary conditions (equality of
temperature and heat flows at the boundaries, z=0):

aaizwlAT1

8; ’ )

8t2 =a,VT,
Tz z=0 :Tl‘z:o ’ pzczaz aTz/aZ‘zzo :plclal aTl/aZ‘z:o +Iof(t)9 (3)

where the indices denote, respectively, a transparent 1 and an absorbing 2 medium,
I(t, z=0)=1,f(¢) - intensity of laser radiation.
The equations for determining the generated acoustic field for the potential ¢ (vibrational

velocity v ), are systems of wave equations (4) with the right part describing the distributions of
thermal sources defined by (2) and (3):
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Here p = pcv = pe(gradp), v = grad@and B, f,- are the effective thermal expansion

coefficients of these media.
Boundary conditions describing the continuity of pressure and vibrational velocity at the
interface of two media have the form:

PP = PPy s 09, [0z i, (5)

The systems of equations (2) and (4) with corresponding boundary conditions (3) and (5)
represent a theoretical model of the processes of thermooptic excitation of OA signals and usually
have their own methods and approaches for analytical solution (spectral, green functions, Fourier
transform, Laplace, etc.) [2, 13-14].The results of theoretical analysis show that the shape of the OA
signal profile will repeat the envelope of the laser pulse (for a short duration of the laser pulse), i.e.
it will not contain fluctuations that are characteristic of acoustic pulses excited by piezoelectric
method. This is one of its characteristic features, which allows you to successfully use it when
solving diagnostic problems. The parameters of the LOAU signal depend on a number of physically
important properties of the objects under study (optical, thermal, elastic, geometric dimensions and
acoustics). Therefore, the OA signal is quite informative and in certain cases, depending on the
object of research, it is used in solving various problems of diagnostics (properties of gases with
microphone detection, liquids and solids, porous, multilayer, biomedical, etc.).

=a¢)2/aZ

z=0

3. Application of the LOAU diagnostic method

One of the main objects of heat energy production, as noted above, is a boiler plant (BP),
which is under constant temperature and pressure changes. Therefore, at the same time, the BP is
the most likely source of accidents and malfunctions in heat power facilities. The objects of
technical control are: heating surfaces of boiler installations, smoke pumps, blow fan, auxiliary
equipment, walling, fuel supply systems, economizers, regenerative air heaters, gas pipelines,
automation, fuel treatment systems in solid fuel CU (mill, coal feeders and conveyors), fittings and
other elements. Also, currently in the Kazakhstan, more than half of the heat and power equipment
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has developed an operational life, which is why the problem of creating control systems, technical
diagnostics and monitoring of heat and power facilities is becoming more acute.

As a rule, low reliability of heating equipment leads to accidents and significant energy losses
and, as a result, to high economic costs and a significant amount of repair and restoration work. It
should be noted that the improvement of technical diagnostics methods and the search for
innovative methods are becoming more relevant. Thus, complementing the capabilities of other
traditional methods of technical diagnostics, LOAU flaw detection is essentially innovative in this
direction. The heat and power objects under investigation are mainly metal pipes of various
diameters and thicknesses. Schematically, the principle of operation of LOAU flaw detectors for
quality control of welds is shown in figure 2. After absorption of the laser pulse in the OA source,
an ultrasonic pulse (longitudinal acoustic waves with a known amplitude and frequency spectrum)
is excited in it, i.e., a probing (reference) pulse, which then propagates in the sample under study
and is registered using a specially designed broadband piezoelectric receiver that is in acoustic
contact with the sample.

} Short laser puls
Optoacoustic source P
\ Piezoelectric transducer
|

fa ; .

N

Ultrasonic wave excitation zone  Diagnostic object: welded joints
Fig.2. Principle of application of the LOAU flaw detector

Currently, many authors have developed and patented a number of experimental and semi-
industrial flaw detectors based on laser OA excitation of broadband ultrasonic waves. For example,
the ultrasonic laser multifunctional flaw detector UDL-2M is designed for ultrasonic examination of
structural disorders of materials such as metals, composites, ceramics and plastics. As noted [17,
18], the generation of broadband acoustic pulses occurs due to the laser thermooptic mechanism of
ultrasound excitation. The thickness of the test samples can be 0.1 ... 70 mm, the cross dimensions-
from 10 mm.

Conclusions

The analysis of the possibility of using the LOAU diagnostic method for the examination of
various heat and power facilities is carried out. It is noted that this method has a number of
characteristic advantages in comparison with other traditional methods of ultrasound control, which
makes it possible to successfully apply it. In particular, high resolution (tens of microns), allowing
visualization of defects, the absence of a "dead zone" in the considered area of the object, also the
high sensitivity to the change of sign of the impedance environment that allows to distinguish the
defects of porous and dense inclusions, microcracks, etc. Thus, the analysis shows that the LOAU
method, complementing the traditional methods of technical diagnostics, can be successfully
applied in the technical diagnostics of various heat and power facilities.
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The article presents the results of research on the dynamics of the base plate of an electric furnace
for the heat treatment of bulk materials. The base plate with moving trolley on elastic bonds serves as
the base which transports the heat-treated material in the hot part of the heating system with a specified
speed and processing time. The experimental total elastic characteristic of the oscillating system is
obtained; the amplitude-frequency characteristic is constructed, which characteristic is weak
nonlinearity. Experiments have shown that conical springs of different designs do not provide a strong
asymmetry in the base plate oscillations and therefore the vibrational transport efficiency is weak in the
horizontal position of the prototype furnace. Further experiments were conducted when the furnace was
installed at an angle to the horizontal surface. The vibrational transport time of vermiculite was
reached 2.7...3.2 s, depending on the excitation frequency settings near the resonance zone. It is shown
that the operation of the vibrating base plate may not be stable due to the high sensitivity of the
excitation frequency from various factors. Methods for reducing the sensitivity coefficient are
considered.

Keywords: bulk materials, electric furnace, vibrating base plate, oscillating system, nonlinear amplitude-
frequency characteristic, oscillating system sensitivity to external factors.

Introduction

Electric furnaces with a vibration base platform [1] were developed as an alternative to the fire
furnaces for vermiculite backing. First they operated on fuel oil and diesel fuel, and at present
natural gas is used as a fuel. But their technical improvement stopped in the early 2000s, with the
minimum energy intensity reached about 250...260 mJ/m’. Tests of new modern electric furnaces
with a vibratory base platform showed that they more energy efficient and they significantly exceed
the outdated fire furnaces: the specific energy intensity of vermiculite backing decreased to 75 ... 82
mJ/m’ [2]. This advantage is due to the fact that the energy of the fire torch is distributed in large
working chambers with a volume of 1.2...1.8 m3. With a capacity of 6 m*/hour, the volume of the
expanded material in it is 0.0062 m’, which is approximately 0.53% of the volume of the chamber.
In electric furnaces of the same capacity, the heating energy is inclosed in a very small production
space (0.06...0.08 m3) between the base plate and the thermowell, where backing takes place. Here,
the thermal field of electric heaters is incomparably more concentrated.

In addition to the high energy consumption of backing process, the fire furnaces have a number
of serious drawbacks: air pollution by combustion products, high fire and explosion hazards, etc.
new low energy consumption, furnaces accommodate more the requirements of environmental,
industrial and fire safety [3-10]. The article "The development of baking technology for bulk
materials based on the use of alternative electric furnace" reviewed the development of the design
of an electric furnace prototype and conducted a static study of the parameters of an oscillating
system. This research continues to study the dynamics of the developed system and the dynamics of
bulk material.
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2. Samples and Research Methods

During the dynamic tests, there were calculated the peak values of the vibration displacement
(mm) and the root-mean-square vibration velocities (mm/s) and vibration accelerations (m/s?). The
following measuring instruments and equipment were used: National instruments Compact DAQ-
9174 chassis with 4 slots for C-series modules, NI 9234 C-series input module and AP-85-100
vibration transducer. Figure 1 shows a mock-up model without a dispenser of heating system and

thermal cover (photo), on which the experiments were conducted.
1 2 3 4 5

Fig.1. Physical model in the testing process:
1 — base plate, 2 — vibrator converter, 3 — pusher spring, 4 — moving trolley, 5 — excentric.

Table 1 shows the measurement results. The data from the first and second columns of the
table were used to build the amplitude-frequency characteristic — the dependence of peak amplitude
values on the excitation frequency f (Hz). Only the amplitude-frequency characteristic area near the
resonance was investigated in order to evaluate the nonlinearity of the oscillating system of the
experimental furnace at «large oscillations». A vibrodrive was started up (asynchronous engine SAI
80 V6U2 with nominal frequency #=930 rpm and 1.1 kW power), which excited vibrations of the
moving trolley with the base plate and provided frequency control f. To control the oscillation
frequency, the ACS 150 frequency converter was used.

Figure 2 shows the experimental graphs of the amplitude-frequency characteristic (AFC) of the
moving trolley with the base plate on one-sided conical springs. The resonant point corresponds to
the excitation frequency of 8.9 Hz, which almost coincides with the calculated value of 8.77 Hz.
Graphs analysis shows that behavior of the oscillatory system does not fit into the classical picture
characteristic of linear or nonlinear systems. Thus, when increasing the excitation frequency from
6.25 to 11.3 Hz, the moving trolley with the base plate behaves like a nonlinear system with a so-
called «soft» characteristic [11, 12]. A specific feature of this effect is a jump-type transition from
the pre-resonant mode of small oscillations to the post-resonant mode from point a to point b, where
the AFC is breaking [13-17]. However, in the opposite direction, when the excitation frequency
decreases, the system goes through resonance at a peak amplitude value of ~2.5 mm smoothly,
without breaking the AFC, although its downward (left) branch is located almost vertically. The
form of the obtained amplitude-frequency characteristic shows a very weak nonlinearity. A
harmonic analysis of the oscillation of the moving trolley at resonance x=f(¢) detected the presence
of a second harmonic with a frequency of 2 f'and an amplitude of 12.4 times less than the amplitude
of the main harmonic which corresponds to the excitation frequency. This means the presence of
biharmonic oscillations, which can create an asymmetry of the oscillatory motion with a certain
combination of harmonic phases and confirms the appearance of a weak nonlinearity of the system.
But there was no noticeable asymmetry on the resonant oscillations oscillogram (x).
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Table 1. The measurement results of oscillation parameters.

Excitation o Root-mean square value | Root-mean square value
Peak value of vibration o . 3 . .
No. | frequency, displacement amplitude, [mm] of vibration velocity, of vibration acceleration,
[Hz] ’ [mm/s] [m/s]
Excitation frequency increase, f
1 6.25 0.06 1.7 0.177
2 7.4 0.085 2.8 0.46
3 7.6 0.08 2.6 0.428
4 7.8 0.08 2.8 0.661
5 7.9 0.082 2.9 0.51
6 8.2 0.083 3.1 0.573
7 8.4 0.086 32 0.588
8 8.6 0.9 3.54 0.74
9 8.7 0.1 3.87 0.796
10 8.9 0.11 432 1.13
11 9.1 1.98 79.8 4.82
12 9.3 1.2 50.3 3.22
13 9.5 0.77 32.3 2.57
14 9.9 0.52 22.9 2.35
15 10.5 0.33 154 2.01
16 11.3 0.24 12.2 1.38
Excitation frequency reduction, f
17 10.9 0.26 12.4 1.39
18 10.1 0.45 20.6 1.57
19 9.5 0.93 39.7 2.86
20 9.1 1.5 62.6 3.67
21 8.9 2.5 100.68 6.3
22 8.9 2.5 104.6 6.3
23 8.9 2.26 90.1 5.2
24 8.7 0.59 23.09 1.75
25 8.6 0.2 7.3 0.806
A, mm|
Af
3 Zone 1
. Frequency increase %C\ Ad
2.0
b Frequency reduction
o
\
\\ y
1.0
Zone 2
l} A
0.5 e |
a o]
[ T
6.5 75 8.5 9.5 105 1.5  fHz

Fig.2. AFC of the oscillatory system.
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The exfoliated vermiculite was used when testing the vibrotransport effect in a horizontal
position. There was no tendency to unidirectional movement, the chaotic grain movements were
observed, which are unacceptable for reasons of wearability and breakage. The tip angle of the base
plate is the only factor allows the unidirectional movement of the material on the platform. The
increasing an angle to 9° did not give an effect. The transport effect became discernable only at a
tilt of 19° and the post-resonant operation mode. The oscillatory system is extremely sensitive to the
above-mentioned possible fluctuations due to the high quality factor, expressed in a narrow,
elongated resonant peak of the AFC (Fig. 2). The ratio € =AA/Af estimates the sensitivity of the &
system to the amplitude deviation during the fluctuation of the excitation frequency. The system is
the most sensitive in zone 1 near resonance, since the slightest change in Af, for example, 0.06 Hz,
leads to a change in the amplitude of oscillations by 0.22 mm. The coefficient of sensitivity is
approximately equal to €=3.7 mm/Hz. Whereas, in zone 2 at Af=~0.31 Hz and the same AA4~0.22
mm, the sensitivity coefficient is €=0.71 mm/Hz.

So, the sensitivity of the oscillatory system increases by 3.7/0.71=5.2 when passing from zone
2 to zone 1 that is, it increases by more than five times. It is necessary to maintain steady vibration
parameters near zone 2 (Figure 2) to ensure the stability of vibrotransporting of the flowing medium
in the thermal field of the heating system of the furnace. Here, the feed rate is adjustable, but
vibrational acceleration was insufficient (1.38...2.35 m/s?, table 1) for particles to overcome friction
and start one-way traffic because of the type of conical springs installed on the moving trolley and
due to weak non-linearity of the system when levels are horizontal.

The short conical springs with diameters at the top arel6 mm and at the base 64 mm, with
length 31 mm were tested to reinforce the nonlinearity of elasticity of the oscillatory system and to
achieve the vibro-transport effect. They are designed the way that when fully compressed, the coils
of the springs are fitted one into the other and the spring is compressed in length to the thickness of
its coil. Figure 3 shows a fragment of the moving trolley with short conical springs and one of such
springs.

Fig.3. A fragment of the moving trolley with short conical springs (@) and the spring itself (b).

The total stiffness of the system decreased and became equal to ¢<=210031 N/m. The natural
frequency calculated by the formula (1) in terms of Hz, was 8.3 Hz. During the experiments, the
oscillation mode varied, but their frequency changed near the resonant peak of the oscillatory
system, where the nonlinearity of the system is very strong. When it was located on the surface of
the base plate, the expanded vermiculite (with grain size 2 to 8 mm) tended to move to desired
direction at the maximum amplitude (about 2.3 mm) and in close to the resonance, when the furnace
prototype was in horizontal position [18-21].

When the oven was installed at an angle of 9°, this tendency intensified, but the time for
moving index marks made in the form of paper pellets and placed in a single-layer array of
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expanded vermiculite grains ranged from 15 to 20 s with a base plate length of 0.4 m. Obviously,
such movement mode could not provide the required performance of the furnace during the
vermiculite baking [22, 23]. For this it was necessary to achieve the time of movement of the
material on the platform within 2.7...3.2 s. Therefore, the further of experiments were continued on
the former conical springs at a tilt angle of 19°.

When measuring, the frame of the furnace prototype was set at an angle of 19 ° (Figure 1). The
cold exfoliated vermiculite was used for experiments. The bottom plate was also cold (23...24 ° C).
The expanded vermiculite was poured on the base plate. It was leveled to obtain a single-layer
array, evenly distributed over the surface without gaps between the grains. The index mark made in
the form of paper pellet was put on the surface of the platform to track the movement of expanded
vermiculite. The path section that index mark passed ranged from 0.39 to 0.3 m. with the length of
the base plate /,=0.4 m. The time was controlled by a stopwatch; and the average speed in each
experiment at each relevant path section /; was calculated using the formula:

[

v==",
4
The rotation frequency of the field in the stator of actuator coils of the driving motor f;, was
controlled by digital indicator of the frequency converter and was recalculated to the oscillation
frequency of the moving trolley f'according to the formula:
Fo90
3000
where 3000 — AC mains frequency in rpm (50 Hz), 930 — engine revolutions in rpm.
Since in each experiment the path sections were different, the average movement time of

vermiculite grains through the full length of the base platform was calculated using the formula:

and the average speed in three experiments was determined as an arithmetic average value.
There are the results of one of the experiments in table 2 as an example.

Table 2. The speed and time of vermiculite movement at /= 9.13 Hz

Path section, /, | Movement time, ¢, Speed, v, Average speed, vi,, | Average time, f,
[m] [s] [my/s] [m/s] [s]
0.39 2.47 0.158 — —
0.37 2.46 0.15 — —
0.37 3.07 0.121 — —
— — — 0.143 2.79

Figure 4 shows the dependence of the average movement time of index marks on the base plate
surface on oscillations frequency in a narrow post-resonant range. In the area from 8.9 to 9.1 Hz (at
the very beginning of post-resonant zone, at a resonance of 8.9 Hz), the movement time does not
change. The amplitude decrease in this range is compensated by an increase in the angular
frequency ® from 55.9 to 57.1 rad/s. Therefore, the vibration acceleration determined by the
formula (m/s?):

¥=Aw,

under the condition of harmonic oscillations, also does not change.

However, a further increase in the oscillation frequency leads to an increase in the vibration
acceleration and the movement time of vermiculite grains on the base platform and, approximately
at a frequency of 9.13 Hz, the time of movement becomes equal to 2.8 s, which corresponds to the
average baking time of vermiculite concentrates. For this oscillatory system figure 4 shows the
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frequency range (9.12...9.16 Hz) where the baking time is controlled depending on the type and size
of the heat-treating material.

. b

In post-resonant zone —~
o/

32

¢—— 3.1s

Temporary baking area
73 for vermiculite concentrates

e 2.7s

/d

\\\Q—/M

9.12Hz 9.16 Hz

[ 1]

8.9 8.95 9.0 9.05 9.1 S, Hz
Fig.4. The time change of index mark movement in single-layer array of vermiculite in post-resonant zone.

3. Results and discussion

Thus a prototype furnace with a vibratory base plate was tested and experiments proved that
this design can be used for building an industrial three-module furnace for baking vermiculite and
other potentially high-temperature-activated bulk materials, for example, sungulite-vermiculite [22-
26]. At the same time, its efficiency will be significantly higher than the known modular trigger
furnaces by reducing the baking energy intensity from 170...175 to 75...82 mJ/m”.

The vibratory base plate on the moving trolley is a vibrating dispenser which provides the flow
and time-controlled movement of bulk materials in the thermal field of the electric heating system
of the furnace due to the vibrating effect. Experiments have shown that the purpose of research has
been achieved. A rational design of the furnace oscillating system has been obtained, the modes of
vibratory displacement of bulk materials have been worked out, the frequency range in which heat
treatment is carried out for a duration of 2.7...3.1 s has been determined.

Conclusion

Analyzing the obtained results, it is necessary to consider that some shortcomings require
further work on the improvement of such furnaces. It has already been noted above that due to the
high quality factor, the oscillating system is too sensitive to the above-mentioned possible
fluctuations in frequency, rigidity, friction and other factors in high-temperature conditions and the
instability of the electrical network. For example, the oscillatory system sensitivity to fluctuations
of the excitation frequency in different zones of the frequency response may vary by more than five
times, and this will affect the heat treatment time.

Therefore, it is necessary to achieve the possibility of vibro-transporting of bulk medium at
horizontal position of the base plate due to non-symmetrical vibrations. It is necessary to create a
strong nonlinear elastic behavior of the system, so that its resonance peak would be strongly “bend”
to the left [11, 17], and then the sensitivity coefficient of amplitude ¢ to fluctuations of the
excitation frequency can be significantly reduced.

When tilted, the round particles of some bulk materials can simply roll under the gravity, not
due to the vibro-transport effect, which will reduce their processing time. There is another important
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reason for horizontal installation of the base plate. If there is a slope, an air draft effect occurs,
which will cause the movement of external air in the baking space under the thermal cover of the
module. It will lead to cooling of the heating system of the furnace unit.

The relative error of the frequencies of the resonant point is only:

_890-8.77

~ 890
This allows us to conclude about the validity of the results. The research is a continued of the
previous authors studies [1-3]. The obtained results allow us to continue work in the development of

the electric furnace for the heat treatment of bulk materials. The novelty of the approach used in this
study is confirmed by a number of patents for inventions mentioned in the research [1].

-100 %=1.46 %.
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The article discusses some of the possibilities of computer simulation of aerodynamics flow past a
three-bladed wind turbine using the ANSYS FLUENT software package. The peculiarity of the object of
study is that the wind wheel consists of three blades rotating around its axis. The system of equations,
boundary conditions and made during modeling assumptions are presented. The system of equations
in approximating the k-& model of turbulence is solved by the finite volume method and applying the
approach of multiple (nested) coordinate systems using the Ansys-Fluent package. The computational
domain was divided into three types of subregions nested within each other. As a result of modeling the
velocity field near the wind wheel surface vortex zones were visualized. It is showed that in the vicinity
of the wind wheel central disk, the air flow unfolds in the opposite direction to the main flow. The
dependences of aerodynamic coefficients on speed are obtained while the cylinders rotation speed
varies in the range from 300rpm to 700 rpm.

Keywords: wind turbine, aerodynamics, rotating cylinder, ANSYS FLUENT software packages, drag
force, lift force, Reynolds criterion, 3-dimensional modeling.

INTRODUCTION

It is known that to reduce energy security the country needs to deploy a number of renewable
energy sources (RES), [1-4]. Statistics show that Central Asian countries rich in fossil fuels, in
particular Kazakhstan, are leaders in the renewable energy segment, while countries with low
hydrocarbon content have virtually no renewable energy facilities [3]. Despite economic difficulties
in Kazakhstan, favorable conditions have been created for the development of renewable energy
facilities. As was noted earlier [5-6], wind energy is the most relevant direction for the development
of renewable energy sources, since wind power plants are one of the most environmentally friendly
methods of energy production. In recent years, a number of domestic and foreign scientists and
engineers have developed various original wind power plants, a detailed review of which is
presented in [7-10]. An analysis of published works and well-known developments confirms that it
is necessary to develop small or medium-sized autonomous wind farms that can efficiently convert
wind energy into electrical or thermal energy.

The high level and capabilities of computational technology and 3D computer simulation
sometimes allow us to replace complex experimental studies, for example, an aerodynamics of
streamlined bodies. This does not exclude experiments in general, but it allows us not to interrupt
the study, which is especially important in the absence of real possibilities for conducting practical
tests, as at present in the quarantine period of forced self-isolation due to coronovirus. 3D computer
modeling allows you to discover new aspects and important results that are very useful in practical
implementation. In the present paper some aspects of computer simulation of the aerodynamics of a
wind turbine with rotating cylinders using the ANSYS FLUENT software packages are discussed.
Despite the fact that a cylindrical body has been used in aero-hydrodynamics for many years, the
study and modeling of the aerodynamics of its flow under various conditions are still relevant.
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Indeed, the aerodynamics of the flow around a rotating cylinder depends not only on its surface
state (smooth, porous, rough) and the shape of its ends (flat, rounded, cone-shaped, etc.), but also on
its rotating speed around its axis [7, 11, 12]. For example, in [13] flows were compared over a
smooth two-dimensional round cylinder and a finite round cylinder. In particular, the impact due to
the textile roughness on the critical transition phenomenon was emphasized.

1. Problem statement and system of equations.

In paper [12] the problem was formulated at stage of solution in an axisymmetric statement,
where the dependence on the azimuthal coordinate ¢ was not taken into account. A computer model
of wind turbines with three angled blades is also described and presented in detail. Fluid flow was
assumed to be laminar and was described by a system of control equations in dimensional
formulation, including: total energy conservation equation; momentum equation; continuity
equation with corresponding boundary conditions. An unstructured computational grids of the
model was generated in the ANSYS MESH subroutine, computations were performed in the
ANSYS CFX and ANSYS FLUENT [14, 15]. Using these software packages a CAD-model of the
wind turbine with rotating cylinders having flat disks at its ends has been developed. The results of
a 3-D modeling of the dynamics of the aerodynamic drag force of a virtual three-bladed model of a
wind turbine with rotating cylindrical blades allowed show in a first approximation, the physical
flow pattern in the range of air flow variation from 3 to 10 m/s.

In this case, the following basic assumptions are made to describe the aerodynamics of the flow
of air flowing around the rotating cylinders of a wind power plant.

1. The ratio of gas velocity to local sound velocity, M << 0.1. Due to the low values of the
Mach numbers, the air flow can be described by equations valid for an incompressible medium.

2. Given condition 1 and due to insignificant temperature differences in the vicinity of the wind
wheel, the flow can be considered isothermal.

3. Due to the high speeds of the incoming air flow, the Reynolds number Re> 104, at which the
ratio of inertial forces to viscosity forces is large enough, the flow can be considered turbulent.

Let consider a system of equations describing the dynamics of the air flow around a wind
wheel under given the above conditions.

du; 0 |
ox; - (1)
ap“i + a'Ouiuj + ap _ aTiJ’ )
ot ox, ox, Oox;
6”/ aui .
where 7, = ( M~ ,ut) ———+——| is the stress tensor.
ox, X,
When using the k-¢ turbulence model, the energy equation will be as follows
opku .
8pk+ P, _ J ,u+&a—k+Gk—pg. (3)
ot ox, ox, o, )ox,
The equation of the specific dissipation rate of turbulent energy
dpe Odpeu; 9 JTRRT: £
+ = +—+|=—|+tpe| CS-C,—F— | 4
or ax, ox |\“ o o, | TP T i e @

The production of turbulent kinetic energy can be described as
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G, =u,S?%,
where §' = /2S5, is a strain rate tensor module.
n k =
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Coefficient of turbulent viscosity
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Qij — vorticity tensor in a coordinate system moving with angular velocity.

The following values of constants and parameters are accepted in the calculations:

Ay =4.04, A, =6cos(d), ¢=%cos_1(\/gW), = SiS Sk

S_ | 1(ou Ou, 1(ou Ou.
S = Si'Si' , S =—| 24|, Q =2 __J1
s Y Z(ij ox, ] Y Z[Gx ;o ox, ]

Here g, are the components of the Levi-Civitt tensor.

Turbulent Prandtl numbers: o, =1, o,=12.

The boundary conditions for describing the change in the turbulent kinetic energy on the wall
are specified as follows
9k _o (6)
on
Directly, the value of the dissipation rate of turbulent kinetic energy € in the near-wall region
is calculated from the condition that the kinetic energy production of turbulent pulsations and its
dissipation are equal under the assumption of a logarithmic distribution of the average gas velocity.

0.757,1.5
e Gk ()
p Ky,
where k=0.42; y, is the distance from the center of the wall cell to the wall.
The value of y, can be determined as follows:
— . ) =11225
Yp =" 025,057 > ¥y =1l
Pk
Boundary conditions at the entrance to the computational domain are
u,=0,u,=0,u, =V (8)
k1‘5 3 5
e=C"P_=_ r=2(y.1 9)

" 0.07D," 2
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Here Dh is the hydraulic size of the input section of the region, Dh was taken equal to 1 m;
I —is the intensity of turbulent pulsations, [ =0.1;
Boundary conditions at the exit from the region: p = p, ;

Boundary conditions on the walls of the wind turbine: u; = U (t,x, V, Z) ,

where U (t,x, y,z) is the speed of the walls, depending on the speed of rotation of the cylindrical

blades around its own longitudinal axis and the speed of rotation of the wind wheel around the axis
of the wind turbine.

2. The technique of 3-dimensional modeling

The system of equations (1-9) is solved using Ansys-Fluent package using the finite volume
method and the approach of multiple (nested) coordinate systems [12, 14]. The entire computational
domain is divided into three types of subregions nested into each other, Fig 1. Subregions of the 1*
type (cylinders), built around the working wheels of the wind wheel and rotating at the speed of the
working cylinders (1); a subregion of the 2™ type (cylinder) built around the wind wheel minus the
cylindrical subregions of the 1st type (2); type 3™ subdomain (sphere) surrounding the type 2nd
subdomain minus its (3), Fig.1.

The radius of the outer spherical subregion (3) is assumed to be 10 m, the cylindrical subregion
(2) has a radius of 2 m and a height of 0.5 m. The cylindrical subregions (1) have a radius of 0.15 m
and a height of 1.06 m. A finite-volume mesh constructed in subregions 1 -th type, consists of
hexagonal cells, and in subdomains of the 2nd and 3rd type - of tetragonal cells.

The grid view in the z = 0 plane is shown in Figure 2. The grid is shown in the XY plane,
section of the region Z = 0. The total number of cells is 742858.
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Fig.1. Computing area. Fig.2. Finite volume mesh

3. Discussion of results

3.1 Modeling the flow field near the wind wheel surface.

The second-order up flow difference scheme in space was used to approximate the convective
terms of the system of equations (1-2). The central-difference scheme was used to approximate
second-order derivatives. To match the pressure field and the velocity field, the SIMPLE scheme
was used [12, 14, 15]. Time derivatives were resolved with a second order of accuracy.

In Fig.3. the longitudinal velocity distributions in the vicinity of a moving wind wheel (plane z
= 0) are shown for various cylinder speeds at a flow rate V = 10 m / s. At low speeds of the
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cylinders rotation the flow field is close to symmetrical with respect to three planes of symmetry
passing along the axes of the cylinders (Fig.3a), while higher speeds of rotation of the cylinders lead
to deformation of the longitudinal velocity field (Fig.3.c). The field is longitudinal speed preserves
symmetry when turning 120° relative to the z axis.

1)

a b | c
Fig. 3. The distribution of the longitudinal velocity u in the vicinity of a movable wind wheel at different
speeds of rotation of a cylindrical blade n =: a) 300 rpm; b) 500 rpm; c) 700 rpm.
Free airflow velocity V=10 m/s.

The deformation of the flow field occurs due to an increase in the velocity of the air flow on
one side of the cylinder and a decrease in the flow velocity on the other side, caused by the rotation
of the cylinders around their axes in the positive direction (counter clock wise).

R
N

i
iz

Fig. 4. The velocity field in the plane at the base of the Fig. 5. The flow pattern in the plane
blade, x = 0 (plane YZ, cross section x = 0). z=0.15m.

You can see projections of velocity vectors onto the x = 0 plane in the vicinity of the central
disk of the wind wheel, Fig.4. It is seen that vortex zones are formed behind the central disk, in
which the flow unfolds towards the main flow. The flow pattern in this region is qualitatively the
same when the cylinder rotation speed is changing in the range from 300 rpm to 700 rpm.

Figure 5 shows the projections of normalized velocity vectors onto the plane z = 0.15 m for a
movable wind wheel with cylinders rotating around their axes at a speed of 500 rpm. It can be seen
that the air movement has a complex character: in the vicinity of the center of the wind wheel, the
flow is swirling clockwise, and on the periphery, the air moves in a direction close to radial, while
in the vicinity of the ends of the cylinders the air flows counter clock wise.
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3.2 Modeling of aerodynamic characteristics.

This section presents the results of the calculation of the time-averaged values of the drag force
and the lifting force acting on one cylinder, and their coefficients, obtained for a movable wind
wheel. When solving the system of equations of conservation of mass and conservation of
momenta, both viscous and turbulent components were taken into account.

Averaging over time ¢ was carried out according to the formula:

LT (o)
<f>—?(j)f t)dt -

T is the averaging period, the value of the time interval varies from 3 s to 5 s.

This duration is much longer than the period of rotation of the cylinders around its own axis of
0.02 s even at the lowest rotation speed of 300 rpm.

In Fig.6 are shown the results of the aerodynamic characteristics calculating of a wind turbine
with rotating cylindrical blades that rotate around axis with speed of 300 pm, 500 rpm, 700 rpm. An
analysis of numerical calculations shows that the drag force coefficient C value for the same
Reynolds number decreases with increasing speed of rotation of the cylinders around its own axis,
as well as the magnitude of the lift force coefficient C, . To calculate these coefficients, well-known

standard formulas were used.
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Fig.6. Dependence of the aerodynamical coefficients on the air flow speed at different rotation speeds
of the cylindrical blade: a) - drag force coefficient; b) - lifting force coefficient.

But the rotation speed of the cylinders leads to an increase in the drag force of the wind wheel
to the incoming flow according to a law close to linear, while with increasing flow velocity, the
drag force increases according to the quadratic law. The detected changes in the dynamics of the
aerodynamic parameters of a model wind turbine as a function of the speed of the incoming air flow
depending on the rotational speed of cylindrical blades confirm the influence of the Magnus effect.

It should be noted that the geometric model of the 3-bladed wind turbine was created in the
Gambit package, which has powerful capabilities and provides high accuracy of calculations with
an error of less than 1%.

Conclusion

The technique for building a CAD model of a three-bladed wind turbine and simulation of its
flow in the ANSYS CFX and ANSYS FLUENT software package had been developed. As a result
of three-dimensional modeling, some features have been established in the aerodynamics of the
flow around a wind turbine with three rotating cylinders in a turbulent air flow. The results of these
studies show that at low flow rates, a rotating cylinder has relatively higher lift ratios, and the effect
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increases with increasing turbulence intensity. The obtained simulation results of aerodynamic
parameters are in satisfactory agreement with the experimental results. At this stage of the
simulation, the action of the Magnus effect on the flow aerodynamics has been detected. So,
rotating cylinders can be effectively used as a power element of a wind turbine under choosing the
optimal conditions for the flow around.

REFERENCES

1 World Renewables 2019. Global Status Report. https://www.ren21.net/reports/global-statusreport/

2 Karatayev M., Hall S., Kalyuzhnova Y., Clarke M. Renewable Energy Technology Uptake in
Kazakhstan: Policy Drivers and Barriers in a Transitional Economy. Renewable and Sustainable Energy
Reviews. 2016, Vol. 66, pp. 120—136.

3 Shadrina, E. Renewable Energy in Central Asian Economies: Role in Reducing Regional Energy
Insecurity. Tokyo. 2019. Available at: www.adb.org/publications/renewable-energy-central-asianeconomies

4 Mukhamediyev L.R., Mustakayev R., et al. Multi-criteria spatial decision making system for
renewable energy development support in Kazak-hstan. /EEE Access. 2019, Issue 7, pp.122275-122288.

5 Martin O. L. Hansen L. Aerodynamics of Wind Turbines. London, Sterling, VA, 2008, 208 p.

6  Sakipova S.E., Jakovics A., Gendelis S. The Potential of Renewable Energy Sources in Latvia.
Latvian Journal of Physics and Technical Sciences. Riga, 2016, Vol.53, Issue 1, pp. 3 — 12.

7  Kussaiynov K., Sakipova S.E., Tanasheva N.K., Kambarova Zh.T., et al. Wind turbine based on the
Magnus effect. Innovative patent Ne30462 of 23.09.2015.

8  Yershina A.K., Yershin Sh.A., Yershin Ch., Manatbayev R.K. Wind motor. Kazakhstan Republic
Patent, No.31662. 2016, Bulletin 15, 5 p.

9 Yershina A.K., Manatbayev R.K., Sakipova S.E. Some design features of the carousel type wind
turbine Bidarrieus. Eurasian phys. tech. j. 2019, Vol.16, No. 2(32). — P.63 — 67.

10 Kayan V. P., Kochin V. A., Lebid O. G. Studying the Performance of Vertical Axis Wind Turbine
Models with Blade Control Mechanism. Intern. Journal of Fluid Mechanics Research. 2009, Vol.36, Issue 2,
pp. 154 — 165.

11 Sakipova S.E., Tanasheva N.K., Kussaiynova A.K. Study of aerodynamics of a two-bladed wind
turbine with porous-surfaced cylindrical blades. Eurasian phys. tech. j. 2017, Vol.14, No.28, pp.120 — 124.

12 Sakipova S.E., Tanasheva N.K. Modeling aerodynamics of the wind turbine with rotating
cylinders. Eurasian phys. tech. j., 2019, Vol.16, No. 1(31), pp. 88 — 93.

13 Miaul.J., Tsai J.H., Hsu X.Y., et al. On critical transition of flow over a circular cylinder
roughened by textile materials. AIP Conference Proceedings 2027. 2018, pp. 020004-1 — 020004-10. doi:
10.1063/1.5065082

14 ANSYS Fluent software. Available at: https://www.ansys.com/products/fluids/ansys-fluent

15 Computer modeling of 3D-models of aviation equipment and engineering calculations. Available
at: http://www.ipmce.ru/custom/vsop/themes/3dmodel/

Article accepted for publication 23.04.2020



Energy. Thermophysics. Hydrodynamics. 113

DOI 10.31489/2020No1/113-118
UDC 536.629

VARIATION OF SPATIALLY HETEROGENEOUS RADIATION
BY COORDINATE-SENSITIVE RECEIVER
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The developed device is intended to analyze the state of thermal insulation of underground
pipelines. The proposed heat flow meter uses current heating of the sensor element in the process of
temperature measurement. This will improve the accuracy of temperature measurement and maintain
the reference temperature measured previously using current heating. The developed device has several
identical plates, each of which can receive radiation. Formulas for determining energy parameters
based on calibration of a coordinate-sensitive receiver by a spatially uniform heat flow generated by an
electric current are obtained.

Keywords: thermal methods of non-destructive testing, thermal energy, battery-operated thermoelectric
sensor, heat flow meter, energy balance

Introduction

Numerous studies show that the most complete technical diagnostics requirements of thermal
networks and technological facilities are currently satisfied with non-destructive control methods,
which are based on monitoring and automated registration of the temperature state of processes.
Currently, the method of thermal non-destructive testing has become one of the most popular in
heat engineering, construction and industrial production. The experience of foreign countries shows
the effective use of heat flow meters of non-destructive control for the purposes of normative state
of objects and building structures [1].

All known thermal methods of non-destructive testing are based on the use of thermal energy
of a controlled object, which spreads throughout its surface area. The resulting temperature field
becomes a source to inform the operator of the presence or absence of all kinds of defects both on
the surface and in the depth of the material from which the controlled product is made by assessing
the processes of heat transfer occurring inside the object. Among the numerous types of non-
destructive testing, a special place is given to the thermal method of control. Since 65 — 95% of the
existing forms of energy in electronic equipment eventually turn into thermal, which confirms the
expediency of choice, which characterizes the parameters' qualities, technical states and the
generated heat energy [2].

1. Problem statement

Thermal control is based on measuring, monitoring and analyzing the temperature of controlled
objects. The main condition for the application of thermal control is the presence of thermal flows
in the controlled object. The process of transmission of thermal energy, the release or absorption of
heat in the object leads to the fact that its temperature changes relative to the environment. The
distribution of temperature on the surface of the object is the main parameter in the thermal method,
since it carries information about the peculiarities of the heat transfer process, the mode of operation
of the object, its internal structure and the presence of hidden internal defects [3]. In the devices of
the thermal method of control, the information about defects is carried by the temperature and
thermal flow of the surface of the controlled object, the values of which are determined by the
change in the thermal and geometric characteristics of the violations. In this regard, the
development and creation of thermal flow devices for heat supply systems are of particular interest.
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As the results of numerous studies of thermal insulation of underground thermal networks show, the
most effective method of non-destructive testing is based on comparison of calculated and
experimental values of temperature distribution on the surface of the ground over heat networks [4].
Thermal methods of non-destructive testing have been widely used for various types of protective
coatings, for the analysis of the state of thermal insulation of underground pipelines, construction
structures, etc. [5].

The extensive practice of testing underground heat networks has shown that methods based on
monitoring of the temperature state of the heat conductors are most fully satisfied with all the
requirements of their technical diagnostics. The most effective among them is the method of non-
destructive control of the state of thermal insulation of the channel-free heat conductors, based on
comparison of calculated and experimental values of the distribution of temperature on the surface
of the ground (coating) over the heat networks.

A fault in the thermal insulation causes a change in the temperature on the protective coating
surface. It is possible to conclude the state of thermal insulation on the basis of the data on the
surface temperature of insulation and the temperature field inside the object under investigation.
The temperature field of the insulation surface can be obtained using thermocouples or resistance
thermometers by contact method. However, this method of temperature measurement results in
significant errors due to the temperature field distortion in the contact area. The accuracy is
significantly reduced by measuring the average value of the temperature fields on the entire surface
of the thermal probe contact with the product. Thermal flow sensors can be used for this purpose.

Non-contact methods of measurement are the most promising for the study of these sources.
Currently used for this purpose, the radiation receivers have a flat sensitive element with
pronounced angular sensitivity dependence, and therefore giving sufficiently good results only
when measuring the radiation of point sources. Applied spherical and hemispherical nozzles to a
flat sensitive element allow only a small decrease in accuracy of measurements and increase their
efficiency. At the same time, calibration methods are developed only for cases of radiation pulse
duration much more or much less than the constant time of the device [6].

In order to solve these problems, we have developed several modifications of thermal flow
sensors, whose readings are independent of changes in the state of the environment. A common
element of these devices is a battery thermoelectric sensor of a special design, acting as a
thermoelectric converter of thermal flow [7].

2. Experimental part

Developed thermal flow meter, works according to the auxiliary wall method. The
thermometric module contains a thermal electric thermal flow converter, which is based on a
battery thermoelectric sensor. The thermoelectric sensor is made in the form of a limited cylinder,
one base of which represents the working surface, the second base has thermal contact with the
body having an ambient temperature. Built-in heaters allow the thermal flow through the
thermoelectric sensor in directions perpendicular to its bases. The heat flow generated by the heater
is an instrument monitor with which the thermal flows of the objects under investigation are
compared. Areas with possible insulation faults result in an increase in the signal output of the
thermal flow meter [8, 9].

In the device, the heat flow flows through the protective film to the sensitive element, the hot
junctions of the thermal battery have a thermal contact with the protective film, and the cold
junctions with the heat stabilizer (figure 1). In this case, the role of a heat stabilizer is performed by
a massive body that transmits further heat flow through the bottom of the housing to the radiator. To
exclude heat transfer from the side surface, the sensing element is surrounded by a heat insulator,
and the entire system is closed by a conical side surface [7]. When a defect occurs in the pipeline,
the temperature changes sharply, and a temperature anomaly of a fairly regular shape occurs, which
differs by several degrees from the average temperature of the earth's surface.
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1 2

Electronic
unit

Fig.1. Schematic representation of the heat flow device:
1-protective film; 2-calibration winding, 3-sensing element; 4-heat stabilizer; 5-radiator; 6-heat
insulator; 7-side surface, 8-electronic unit

Abnormally high values of energy losses detected in this case indicate sections of the pipeline
with completely or partially destroyed thermal insulation or mechanical damage to the pipeline
material [8].

3. Results and discussions

Studies were conducted to calibrate the heat flow sensor. Using the standard calibration table
of copper-constantan (table 1), from the thermoelectric moving force temperature increments are
determined.

Table 1. The calibration table temperature sensor

Ne At °C Ag mV A Oay.
1 0 0 0

2 5 4 0.8

3 7 5.9 0.8428

4 10 8.1 0.81

5 15 12 0.8 0.7824
6 20 15.4 0.77

7 25 19.2 0.768

8 30 22.8 0.76

9 35 26.2 0.7485

10 40 29.7 0.7425

A sensitive element is used as a thermoelectric battery converter. The sensitive element of such
a receiver is a solid plate that serves as a heating element at the same time, or on it is a heating
element. Let's divide the sensitive element into n equal square sections with side Ax and thickness
d (fig. 2). The area of contact of this site with the neighboring one is Axd, the area of the irradiated
surface is Ax% the number of areas adjacent to the data is m. Maximum value m=4.

The energy balance equations for time t for any phase of the sensing element have the
following form:
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W, +W,

rej

:Wu +WT (1)

where Wy=C 0. — the amount of energy stored; C and .- heat capacity and average excess

t
temperature of the any section, respectively: Wy =, Ax? I d.dt - the amount of rejected energy as a

o

result of heat exchange with the environment; ¢, - heat transfer coefficient; W= nsza)e - absorbed

m t
part of the radiation energy; W, — the surface density of radiation energy; W, = Ad Z J. (¢ -90)dt -

i-1 ¢
the amount of energy delivered to the site from the adjacent thermal conductivity; A- thermal
conductivity; ¢} - average excess temperature.
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Fig.2. Schematic representation of the receiver and the separation of its sensing element into sections
controlled by single thermocouples: 1- spiral; 2- single thermocouple instrument; 3- screen;
4- thermostatic element.

By substituting the value of Wy, Wy, Wy, and Wt in the expression and taking into account
the relationship between the mean excess site temperature and the response of the controlling
temperature, we obtain a formula for determining the surface density of radiation energy in the any
site during the time t:

we = l {Ale [(1 - AZem )]J. Uedt - AZeJ.Uedt - AZe ZJ.Utdt} (2)
n 0 0 i-1 9o
where U, and U; - reactions of thermocouples that control the regions; Ay, A 5 and Aj ,
coefficients, that equal to:
ol Ad C
A4,=—; A, = A, =—— 3)

k ane T A

k - Seebeck coefficient of the thermo element.
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The coefficients Aj;, Ay and Asz can be determined experimentally. To determine Aj; and Ay,
let's look at the stationary heating of the sensing element. The energy balance equation for time t for
the first section will take the form:

w.,.=W, +W,, 4)

rej

where W

rej

= ACO LW, =nACE W, = Ad Y (8,-9,) , (5)
i-1
E;- irradiation of the first section.
Substituting the values for Wy, W, and Wr in the expressions and moving from excessive
temperatures, we get a formula for determining the irradiation of the any site:

A v,-u, )} (6)

E = _U{Ue — 4,
n
If the any section is not irradiated when the sensitive element is irradiated, i.e. E; =0, then we
get expressions for the experimental determination of the coefficient Ay

U
Ay =5 (7

z (Uz - Ue )
i—1
To determine the coefficient Aj;:

A
A4, = s (8)

Ue _Azz > (U; _Ue)

i-1

m

i-1

Given the conditions, we obtain a formula for determining the Aj; coefficient:

A, = Ufl{ A, - Al{(l — A,m) j;U]dt — 4, ZU,.dt}} 9)
i1

Thus, the determination of the surface energy density of radiation at the first site can be carried
out using a formula (2), where Ajj, A 5 and A3 are coefficients determined experimentally using
formulas (7) — (9). The determination of site irradiation from stationary heating can be done by
formula (6). The coefficients Ay, A 7 and A3 are individual characteristics of the every plot, since
practically Ax, d, 4 and k — change from plot to plot. In addition, A;; and Ay depend on the local
heat transfer coefficient. We have experimentally determined the coefficients Aj;, A 5; and Az at a
heat flux density of 1534 W/m”. The dispersion of these coefficients, except for the above reasons,
is influenced by the inhomogeneity of the spiral along the irradiated surface, since the spiral
consists of turns of metal wire and dielectric gaps between them.

Conclusions

The heat flow meter operates in the range from 50 to 1500 W/m?, which corresponds to the
normative heat losses, which are ~300 W/m”. The measurement time with secondary equipment is
~1 min. The measurement error is 3% of the measured value. The conducted measurements confirm
the principal possibility of using the proposed device for implementing the thermal method of non-
destructive testing. Formulas are obtained for determining the energy parameters of such radiation,
which are based on the calibration of a coordinate-sensitive receiver by a spatially uniform heat
flow generated by an electric current.
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An approach to determining the coordinates of pulsed radio signals sources by the positioning
system in the application of a single unmanned aerial vehicles sensor is shown in this article. The
range-difference location method allows to determinate an informative coordinate parameter without
retransmission and internal synchronization of receiving points. The result is achieved by improving the
well-known scientific and methodological apparatus with considering some features of the operation
mode of pulsed radio signals sources. Presenting results of the simulation allow to estimate the
influence of main input factors on the potential accuracy of the pulsed radio signal source coordinate
determination.

Keywords: coordinate-informative parameter, unmanned aerial vehicles sensor, pulsed radio signals
sources, the range-difference location method.

Introduction

Nowadays, pulsed radio signal source coordinate determination by passive means of
monitoring is realized by the goniometrical method [1-8] or the range-difference location method.
Methods implementation requires two or three receiving points equipped with radio monitoring and
communication equipment, which allows have data link. The distance between them must be from
one to ten kilometers. Achieving the power availability of pulsed radio signals sources (PRSS),
receiving centers are accommodated on unmanned aerial vehicles (UAV). These vehicles have been
widely spread nowadays. However, the use of UAVs as a platform for radio monitoring tools for
solving the coordinates determination problems of radio emission sources, leads to a number of
problems. The main of which are connected with weight and size limitations of the UAV payload,
which do not allow to place effective direction finding antenna systems and repeater; instability of
UAYV spatial orientation, which leads to a sharp increase in errors of direction finding. Along with
this, it is known that the smallest error in determining the location (of the existing passive methods
of determining the coordinates) provides the range-difference location method (RDLM) [9-15].

The features of the range-difference location method include the simplicity of the antenna-
feeder system, as well as the invariance to the deviation of the angles of pitch, roll and yaw of the
UAV. However, the implementation of classical range-difference location method requires the use
of three or more UAVs equipped with radio monitoring tools and communication channels with
high bandwidth, necessary for relaying the implementation of the received signal for correlation
processing and measurement of the coordinate-informative parameter (CIP).

These features significantly complicate the structure and cost of used equipment, as well as
reduce the stability of the positioning system as a whole. In this regard, an urgent task is the search
for opportunities to simplify the requirements for communication lines and the structure of the
positioning system based on range-difference location method by reducing the number of receiving
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points involved to a single unmanned aerial vehicle equipped with radio monitoring equipment and
ground control and processing point (GCPP).

1. Range-difference location method

The purpose of the article is to describe the stages of the approach to determining the
coordinates of the pulsed radio signals sources by using a single UAV sensor. Development of a
simulation model that allows to identify the main factors affecting the accuracy of pulsed radio
signals sources positioning and to estimate its limit values in the framework of the proposed
approach. The idea of reducing the number of receiving points in the implementation of range-
difference location method to one UAV sensor and GCPP (Fig. 1), based on the use of features of
the modes of some pulsed radio signals sources. It is occurs when a pulse signal with a constant
pulse repetition period (T) for a certain period of time (At) are formed [16]. This feature allows
determine the coordinates of these sources without retransmitting the received signal and the
organization of a high-precision synchronization system required when using two or more receiving
points. The proposed approach includes 10 main stages. They are following below.

Stage 1. Evaluation of initial data.

Stage 2. Search for a pulsed radio signal in a given range of operating frequencies, when a
pulsed signal is detected, its parameters are evaluated, namely the pulse repetition period and their
duration.

Stage 3. Generates a timestamp grid. The timestamp meshing procedure involves four steps:

— pulse normalization and threshold setting;

— measurement of pulse start time (#);

— calculation of the timestamp grid (¢, = ¢, +7i, where i is the sequence number of the signal
period);

— setting the interrupt timer based on the quantum frequency standard.

Stage 4. Formation of final samples of signal-noise structures. The formation of the reference
sample is realized in the sampling block and consists is to record the common-mode and quadrature
realization of the detected pulsed radio signal at the first observation point with coordinates (x, y, z)
with a duration equivalent to the pulse repetition period (T). Further sampling is carried out at each
observation point with fixing the coordinates of these points during the entire time of observation of
the source (At).

Stage 5. Estimation of coordinate-informative parameter value. The procedure for estimating
the coordinate-informative parameter is to find the time offset of the correlation maximum (t;),
obtained as a result of correlation processing of samples of signal-noise designs (Si), recorded in the
i™ moments of time, with the reference sample (So), recorded at the first observation point. To do
this, the final samples from the sampling unit are fed to the digital correlator. The correlator
calculates the modulus of the joint correlation function (JCF) of the final samples. JCF is calculated
by discrete convolution of finite samples according to the Equation:
2N-1

D 8y(8)-S,(n—s)

z, =

9

(D
where (2N-1) is the volume of JCF;s is the indexation of the final sample samples; Sy and S; are the
final samples of signal-noise structures at the first and i-th observation point, respectively.

Time delay values (z;) corresponding to JCF maxima exceeding the threshold are calculated by
the Equation:

T,.:N_j
Jo )

where j is the number of ICF samples exceeding the detection threshold of the PRSS; f; is the
sample rate.




Engineering. Technique, Devices, Physical Methods of Experiment. 121

Stage 6. Limitation of the duration of the measurement cycle of the coordinate-informative
parameter. Accumulation of time delay array is produced during the source control period (At):

T-i<At 3)
Stage 7. Transmission of observation point coordinates and CIP values to the GCPP. The

generated data vector, including the coordinates of observation points and the corresponding CIP
value, is transmitted to the GCPP via a communication channel.
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Fig.1. Schematic representation of the implementation of the proposed
approach to finding the CIP and determining the coordinates of PRSS

Stage 8. Formation of independent measurements taking into account the geometric factor and
the intersection angle.

Stage 9. Calculation of intersection points of position lines and elimination of ambiguity of
coordinate estimation. A well-known algorithm is used, with the help of an advanced estimation of
the PRSS coordinates on the basis of difference-range measurements [17]. Steps in the
disambiguation procedure:

— check for ambiguous solutions;

— calculation of various distances between cross points, selection values and fixations of these
points;

— forming points of intersection of two arrays from the common array, according to the
condition " which of the fixed points is closer»;

— estimation of the standard deviation of the obtained arrays and selection of the data array
with the smallest deviation for further statistical processing.

Stage 10. Statistical processing of intersection points of position lines, estimation of
coordinates and their characteristic.
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2. Experimental part

In the interests of experimental studies evaluating the potential accuracy of PRSS coordinates
determining under the proposed approach, the developed simulation model [18] which allows you
to manipulate the dimensions of difference-range location system and the position of the "shiny"
points, forming the path of movement of the UAV-sensor, change the energy and time parameters
of the source. The received signal has a time delay at the location of the UAV sensor, Doppler
frequency shift, additive noise component and several modes formed by a multipath propagation
channel:

y(t) = Au(t - T)exp(zﬂ[fc + fo]t)"' Re|:z A(O-i )u(t -7 )exp(zﬂ[(fc + foi )Z - chi 4 ]):| + n(t), (4)

i=1
where A4 is the amplitude of the direct signal; u(?) is the envelope signal; A(o;) is the amplitude of
the reflected signal; o; is the effective surface scattering of the i-" reflected signal; fy; is the Doppler
shift of the reflected i-" signal; #; is the spatial signal delay from i "shiny" point; ¢; is a random
phase shift; M - the number of reflectors on the road; n(?) is additive Gaussian noise.

The accuracy of coordinates determination is estimated by the example of a radio signal
generated by a radar station with the following parameters: radiated pulse power of 1 kW, pulse
repetition rate of 100 pus with a duty cycle of 2%, intra-pulse filling has a carrier frequency of 9.7
GHz with linear frequency modulation (LFM) and frequency deviation of 5 MHz.

2. Results and discussions

The result of signal generation based on the proposed analytical model (Equation (4)) in the
time and frequency domains are shown in Fig. 2a and 2b.The direct signal propagates over the
shortest distance and has greater energy characteristics than the reflected ones. When calculating the
JCF of the reference sample (Sy) and the signal-noise structures (S;), the increased energy provides a
maximum when convolution of direct signals (Fig. 2c), which allows for the filtering of JCF bursts
caused by multipath propagation.

However, there are exceptions to this rule. The direct signal modes formed as a result of
reflection from the "shiny" points overcome various distances and are shifted on the time axis when
the UAV sensor moves. The interference pattern formed in some cases provides in-phase addition
of several modes with a total excess of the direct signal energy.

The described phenomenon leads to significant CIP measurement errors and generates outliers
in the resulting sample. CIP measurement outliers are filtered using statistical tools that take into
account the possible variation intervals of the measurement result in the current time interval. To
calculate the boundaries of the intervals of variation, as well as to plan the experiment, the study of
the distribution law of the error in determining the coordinates of the PRSS was performed. Based
on the Central limit probability theorem, the hypothesis of the normal distribution of the coordinate
determination error is accepted as the null hypothesis H

Figure 3a shows the dependence of the error variance Rysgrs) and its average value on the
number of experiments in the series (B) at a fixed value of other input factors. The result of
Shapiro-Wilk test with significance level a = 0.05 confirmed the validity of the null hypothesis
about the normal error distribution law and provided the possibility of reasonable application of the
student's t-test to determine the volume of a representative sample.

Figure 3a shows that the variance of the error Rysgrsydoes not undergo significant changes at
100 or more experiments in the series, the result of the t-test showed that the volume of experiments
B = 100 is sufficient to obtain an unbiased estimate of the average trend of the random variable
Rumsersywith a significance level o = 0.05. The result of the radio-signal source coordinate
determination depends on several input factors: the geometrical factor of the mutual arrangement of
the source and the trajectory of UAV-sensor, the signal-to-noise ratio at the receiving end, the
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number of measurement points coordinate-informative parameters, the positioning accuracy of
UAV-sensor, the operating time of the radiation source, etc.
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Fig.2. Result of simulation of the PRSS signal at the receiving point:
a) signal in time domain; b) the spectrum of the LFM signal; c) result of JCF calculation
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Fig. 3. The result of a statistical study of the distribution law of the coordinate determination error:
a) Variation of deviation and mean error of coordinate determination from the number of experiments; b) Frequency
histogram of Rysgrs) error and theoretical probability distribution density

The geometric dilution of precision (GDOP) when using range-difference location method has
a significant impact on the value of coordination error Rmsgwrs) [17]. CIP measurements are
performed by a mobile UAV sensor, which leads to a change in time of both the GDOP and the
signal-to-noise ratio. The GDOP value weighted by SNR’s parameters is calculated using the
Equation:

1 1
2 2
9. 2sin 22 G 2sin ¥
2 2 ly 1y
D= - =2 || —+—=1;, (5)
smy 9> 9
where
:rz(”z"'Arlz) _ 1 +An;) :(”2+Ar23)(”2+Ar12)

12 2 2 0 In3 2 2 0 hi3 2 2 P
di, —Ar; di, —Ary, di; —(An, +Ary)
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where ¢;, and g3 are power SNR for measuring mutual delay between measurement points OP1 and
OP2, OP2 and OP3; ¢,,, ¢,, are angles of sight in the measurement of CIP; y is angle of intersection

of position lines;d;, 7;, ... Aryzare geometric dimensions of system elements at measurement points
(Fig. 1).

Changing the value of the GDOP and the signal-to-noise ratio is shown in Fig.4. Analysis of
the above dependencies allows us to conclude that the geometric factor and the signal-to-noise ratio
should be taken into account in the statistical processing of the results of coordination. So at the
measuring points (OP € [330, 390]), signal-to-noise ratio deviation by the superposition of direct
and reflected signals, is in the range SNR € [7.5 dB, 12.5 dB], which leads to fluctuations of the
weighting factor D twice (D € [107, 2-107']). Obviously, the use of parameter (D) as a weighting
factor in the statistical processing of CIP measurement results will improve the accuracy of
determining the coordinates of the PRSS.
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Fig.4. Dynamics of geometric factor and SNR changes during UAV sensor movement

The accuracy of determining the UAV sensor coordinates with other constant values of the
input factors also has a significant impact on the error of determining the location of the radio signal
source. Statistical estimates of the coordinate measurement error are obtained at the following
distance to the source Ryay.rs= 12000 m and the signal-to-noise ratio SNR >15 dB. The analysis of
the obtained estimates allows us to conclude that the use of existing positioning systems
GPS/GLONASS with Rysguavy< 10 m, subject to the application of the proposed approach to
coordinate measurement, will ensure the accuracy of determining the coordinates of Rysgrs) < 40m.

Reducing the distance between the source and the UAV sensor (Ryuy-zs) leads to reduction both
the absolute value of the coordinate measurement error and the relative error expressed as a
percentage of the distance to the source. In order to determine the conditions and boundaries of the
application of the proposed approach, the dependence of the coordinate measurement error on the
number of CIP measurement points on the UAV sensor route at different values of the signal-to-
noise ratio at the receiving point is studied (Fig.5).

The analysis of the above dependences allows us to conclude that at the level of the received
signal SNR < 3 dB there is a sharp increase in the average error of determining the coordinates of
the source. To minimize the error (Rusgrs)), you should take a sample of the measurement results of
the maximum volume CIP (N— max). The peculiarity of the proposed approach to determining the
location of PRSS is the ability to achieve the required accuracy of the coordination by controlling the
measurement time of CIP.

Figure 6 shows the dynamics of reducing the error Rysgrs) with increasing flight time UAV
sensor At for different accuracy of calculating the own coordinates Ryvisgwuavy).
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Fig.5. Dependence of the coordinate determination error (MSE) on the number
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Fig.6. Error in determining the coordinates of Rysgrs) for different
accuracy in calculations the own coordinates of the UAV sensor.

Application of global positioning system GPS / GLONASS with Rysgwuav) < 10 m will allow to
achieve accuracy of determination of coordinates Rusgrs) < 110 m during time of measurement Az >
3. To achieve the accuracy of determining the coordinates Rysgrs) = 40 m the required flight
duration of the UAV-sensor to accumulate samples of CIP will be about 5 minutes. These
dependences are obtained at a signal-to-noise ratio SNR = 5 dB at a distance of Ryay.rs =12 km in
the presence of three "shiny" points with the reflected signal energy at the receiving point of 30-
70% of the direct signal power.

Conclusion

An approach to determining the coordinates of pulsed radio signals sources is based on the
range-difference location method, which allows to measure CIP without retransmitting the signal
using a single UAV sensor unlike the known methods; it significantly reduces the requirements for
communication channels and increases the survivability of the system. The result is achieved
through the development of scientific and methodological apparatus that allows using the operation
mode features of the pulsed radio signals source, namely the formation of a pulsed signal with a
constant pulse repetition period for a certain period of time.
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The lack of errors associated with universal time system and the difference in the amplitude-
frequency characteristics of the receiving paths in systems with several receiving points allows to
achieve significantly better results in the accuracy of the coordinate determining. It is advisable to
use a weighting factor that allows taking into account the GDOP and the signal-to-noise ratio at
each measurement point on the UAV sensor route when statistically processing the results of CIP
measurements. The required accuracy of coordinate determination can be achieved by changing the
CIP sample accumulation time up to 15 — 20 meters for the modern technological level of the UAV
sensor onboard equipment depending on the tasks to be solved.
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The surface is the most important component of metal parts and it is necessary to control its
condition at all stages of the life cycle of the part - during its production, operation and repair. To
carry out reliable non-destructive testing of metal parts, specially developed tools and methods for its
use are necessary. The measuring electrode of the sensor of the measuring device of the contact
potential difference and the surface of the metal part to be controlled form a capacitor, between the
plates of which the contact potential difference occurs. The sensor of the device is a kind of
intermediary between the contact potential difference and the measuring circuit. The portable complex
for measuring the contact potential difference developed by the authors on the basis of a portable
digital oscilloscope allows non-destructive testing of the surface of metal parts during their production,
operation or repair to be performed continuously.

Keywords: non-destructive testing, metal part, surface, capacitor, contact potential difference.

Introduction

In modern engineering, multicomponent alloys based on Al, Fe, Ti, Cu, Ni, Cr, and other
metals are widely used as materials for machine parts [1]. The surface is the most important
component of metal parts and it is necessary to control its condition at all stages of the life cycle of
the part - during its production, operation and repair. The surface layer of metal parts can be
considered as part of a solid body, which includes its constituent molecules, atoms, protons,
neutrons, electrons, vacancies, dislocations, and other components, each of which has energy.
Surface conduction electrons are constantly in diffuse motion without leaving the surface in vacuum
at a low temperature. However, with increasing temperature, the potential energy can reach such a
value that the electron can leave the metal surface. Part of the electrons constantly jumps off the
surface of the metal, but then returns back, because its potential energy is insufficient to fly over the
potential barrier. It turns out that the metal surface is surrounded by an electronic cloud and electric
forces are directed inside the metal surface. To overcome these forces and leave the metal surface,
you need to do a job called electron work function (EWF). To determine the EWF you need to
measure the potential difference (CPD).

The theory of CPD is directly related to the zone theory of solids. Considering the contact of
two metals with different electron work function, we find that the electrons of the upper metal
levels with a lower work function (EWF) will be located at low levels of the second metal with a
larger work function (REE). As a result of this, the first metal will be charged positively, and the
second will be negatively charged. In this case, the energy levels will shift, since the Fermi levels of
both metals coincide. Also, the functions of the metals remain constant, and the potential energy of
these metals at points outside their surface will differ. These differences lead to the appearance of a
potential difference. To assess the state of energy of a metal surface, one needs to measure CPD.
When we know the energy state of a metal surface, this is necessary for coating, welding of various
metals and more. Knowledge of the energy state of the surface of metal parts is important, for



128 ISSN 1811-1165 (Print), 2413-2179 (Online) Eurasian Physical Technical Joumal, 2020, Vol.17, No.1 (33)

example, when applying protective coatings, bonding, soldering, welding and other technological
operations.

1. Materials and methods

To carry out reliable non-destructive testing of metal parts, specially developed tools and
methods for its use are necessary. The measuring electrode (ME) of the sensor of the measuring
device of the CPD and the surface of the controlled metal part form a capacitor (DC), between
which the CPD occurs. The sensor of the device is, in a way, an intermediary between the CPD and
the measuring circuit.

The following functional requirements apply to capacitive sensors:

1. An easy-to-analyze form of dependence between input and output characteristics, preferably
linear.

2. Sufficient sensitivity. Our studies have shown that, due to the energy heterogeneity of the
surface of metal parts of machines, it is necessary to ensure the sensitivity of the measuring device
of the measurement factor of 1 mV.

3. Stability of characteristics, the least influence of environmental parameters (humidity,
temperature, atmospheric pressure, electromagnetic fields, radiation, etc.). In order to fulfill this
requirement, it is necessary to use shielding of the sensor from spurious interference and to use
metal having stable characteristics over time as an ME material. Most often, the developers of
measuring devices for CPD use Au, Ni, or Cu [2-7].

4. Short measurement time of the CPD.

5. Ease of installation and operation.

6. Maintainability.

7. Low cost.

The indicated properties must be achieved when creating a measuring device for CPD.

The advantages of the method of DC method of the CPD are:

- the capacitor can be manufactured with high accuracy;

- the capacitor has low losses (the passage of electric current through capacitive resistance is
not accompanied by heat loss) and a high efficiency;

- small effect of electric forces on the mechanical parts of the capacitor;

- the shape of the capacitor type sensor can be adapted to various surface shapes of the QS.

The disadvantage of capacitor methods for measuring physical quantities are small capacitance
values. Therefore, it is necessary to use power amplifiers of the electric signal, or high-frequency
oscillations of the capacitor plates, which does not always ensure the stability of the readings of the
measuring device. In addition, the measurement error of the CPD can increase the electromagnetic
interference arising in the circuit as a result of the remote location from the ME of the signal
amplifier [8]. Therefore, it is advisable to place the preliminary signal amplifier directly in the
sensor of the measuring device.

2. Discussion of results

The quality of the capacitor with alternating electric current (which occurs with DC) is best
characterized by the time constant (product of capacitance and parallel resistance) Qv [8]:

Q, =wR-C=wT, (1)
where @ = 2@F is the circular frequency of the alternating current, rad/s; F is the frequency of

alternating electric current, Hz; R - resistance, Ohm; C is the capacitance of the capacitor, F; T -
period, s.
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The resistance R at a high circular frequency o is determined not only by insulation, but also
includes other losses, for example, dielectric hysteresis losses, and therefore, according to formula
(1), it increases in proportion to the circular frequency ® [8]. The vibrating ME of the sensor that
implements the DC principle included in the alternating current circuit has the resistance R the
lower, the higher the frequency F of the alternating current according to formula (1) [8]. The
capacitance of the capacitor, the plates of which form the controlled part and measuring electrode
(ME), depends on their shape (we chose a flat ME), the overlap area, dielectric constant (in our
case, this is air) and the distance between its plates [8].

With the formation of ME and controlled by the metal part of the capacitor, the plates of which
they are, the charge of the capacitor Q can be determined on the basis of the following formula [9]:

€,-€-S-U
d

where £,~8.8542+107'? F/m is the electric constant (dielectric constant of vacuum); ¢ is the relative
dielectric constant, for dry air €<1,0006; S is the area of ME, mz; U is the voltage across the
capacitor; d is the gap between ME and capacitor plates (CO), m
In the case of a DC, the plates of which are ME vibrating with a frequency ® and the surface of
the CO, then the capacitance Sy, will change according to the law [9]:
Cain (D)= 80.8‘.8 =L 1.
d, +d, -sin(wt) 1+m-sin(mt)
where d, is the average distance between the ME and the surface of the controlled metal part; d; is
the vibration amplitude of the ME; t is the time; m = d,/dy is the modulation coefficient of the DC.
In this case, an electric current I(t) will occur in the circuit [9]:

I(t)= U'a—c =-g-¢,-S-U- d, '(’J'C(.)S((Ot)2
at dO —|—d1 'Sln((,!)t)

Q =C-U=

The sensors of measuring devices for measuring the CPD by the DC method are exposed to
various factors that reduce the sensitivity and reliability of this method — intrinsic noises,
interference from electromagnetic fields, spurious communication capacitances, etc. [9-12]. This
requires careful shielding, the use of other structural design solutions in the construction of
instrument sensors.

The method for measuring the CPD developed by us has the following features:

- the contact potential difference is measured by a digital oscilloscope that records the voltage
and frequency of the periodically changing CPD between the controlled part and the ME of the
device’s sensor;

- shielding of sensor elements and wires;

- amplification of registered CPD and filtering of spurious signals;

- preparation of the surfaces of the part and the sensor for measuring the CPD.

We chose a Micsig TO1104 tablet type portable digital oscilloscope with a sensitivity of
measuring electric voltage of 0.5 mV as the recorder of CPD. The authors connected the sensor
connected to the oscilloscope themselves. The main part of the design of the sensor of the
measuring device of the CPD is an electronic circuit that allows the IE of the sensor in contact with
the metal part to operate in self-oscillating mode. In addition, the sensor includes a preliminary
signal amplifier. The CPD measurement complex developed by the authors is shown in Figure 1.

The circuit diagram of the sensor is shown in Figure 2. The sensor housing (Figure 3) was
designed in the Solid Works program and printed on a Picaso3D Designer 3D printer. The sensor
housing is designed to provide a gap between ME and CO equal to 0.5 mm at rest of ME. The
indicated design features of the sensor make it possible to perform a reliable measurement of the
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CPD of metals. The authors continue to improve the design of the sensor for measuring the CPD of
metal parts of machines.

PA
PO
ocC ME - measuring electrode
OC - oscillatory circuit
CO - controlled object
| PO - portable oscilloscope
7 77 77~ PA - pre-amplifier
ME -0
Cco
Fig.1. Complex for measuring the contact Fig.2. Schematic diagram of the
potential difference of metal parts. Sensor.
4 Polygonze = el e
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Object Dimensions

Width: 42 mm  Depth: 85 mm Height: 21 mm
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Fig.3. Polygon 2.0: Picaso3D Designer 3D Printer Operator.

Conclusion

Developed by the authors, a portable measurement complex of the CPD based on a portable
digital oscilloscope allows non-destructive testing of the surface of metal parts in the process of
their production, operation or repair to be carried out continuously. The results of measurements of
the contact potential difference of metals were processed by methods of mathematical statistics. The
results of experimental studies have shown a direct effect of changes in ambient temperature on the
contact potential difference and the electrons work function of metal samples, which has an average



Engineering. Technique, Devices, Physical Methods of Experiment. 131

correlation It is found that atmospheric pressure and relative humidity have a weak effect on the
contact potential difference and the electrons work function of the metals under study, their
influence can be neglected. The effect of equilibrium and non-equilibrium environmental
parameters on the contact potential difference and electrons work function of metal samples is
studied. The results confirming the reduction of the contact potential difference (increase in the
electrons work function) of metals, as well as an increase in the mean square deviation of the
measurement results under non-equilibrium environmental conditions are obtained.

Our further work will consist in the development of a technique for measuring the CPD on the
surface of machine parts [13—15].
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Based on the developed methods of nonlinear dynamics of the mapping of Poincare sections, a
numerical simulation of the formation of thin SnO; films in sol-gel chemical reactions against the
background of weak diffusion where carried out. Numerical calculations were carried out in the
framework of dynamically determined chaos in intense opposing processes of merging and decay. For a
chemically active medium in the sol-gel process, the differential diffusion equation with an internal
source of nonlinearity is used. The simulation results qualitatively confirm the experimental fact of the
emergence of Poisson-stable fractal cluster structures. The presence of fractal structures in the
experimental results on thin films means the presence of nonlinear collective phenomena. The method
of nonlinear self-organization of stable structures in a multi-particle system with competing internal
processes is thought to be interesting for new technologies.

Keywords: Chaos, fractal, thin films, sol-gel process.

Introduction

A significant concentration of a huge number of interacting objects leads to the emergence in
the dynamic system of new collective properties when any local perturbation, with a sufficient
density of particles, affects the entire condensed medium. The nature of collective excitations
determines the wvarious properties of the system and leads to the emergence of various
nanostructured ensembles. In complex open systems with a huge number of interacting objects,
collective phenomena such as self-organization of structures arise. Such a collective action in the
formation of structures G. Haken called "synergetics" [1]. Nanoclusters and particles with a large
surface area have excess potential energy and high chemical activity. Therefore, no activation
energy is required for aggregation processes and reactions with other compounds for the appearance
of substances with new properties.

As A. Poincare once pointed out: in some non-integrable mechanical systems, the evolution of
which, although determined by the Hamiltonian approach, may lead to unpredictable chaotic
behavior. In real systems, irreversible dissipative processes are present, such as diffusion or a
chemical reaction, and entropy grows in them. In this case, it is effective to use the methods of the
nonlinear theory of dynamical systems, when instead of differential equations the Poincaré maps
with bifurcations and other phenomena of the nonlinear theory are used. Knowledge of elementary
microscopic processes will allow to identify the collective organization of a macroscopic cluster.
The correlated interaction of a large number of elements of an ensemble can lead to the well-known
phenomenon of self-organization.

The thin layers of tin dioxide SnO, can change the electrical conductivity during gas
adsorption and this became the basis for their use in semiconductor sorption sensors along with
other applications. Currently, several methods for producing tin dioxide based on the sol-gel
technology have been developed [2—4]. For gas-sensitive sensors, films with a controlled porous
structure are of particular interest. Essential is the fact of experimental confirmation of the
occurrence of fractal-cluster structures of colloidal particles of the dispersed phase.
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Models for the formation of fractal structures differ in clusterization mechanisms: models of
diffusion-limited aggregation [5], models of cluster-cluster aggregation [6]. The low probability of
particles or clusters sticking together leads to deep penetration of the clusters into each other and the
formation of small fractal clusters [7-13].

We simulate a sol-gel process with harsh chemical reactions against the background of slow
diffusion by a nonlinear parabolic equation. In diffusion processes, the mass flow is due to the
motion of particles participating in Brownian thermal chaotic motion with energy AT (T-absolute
temperature, Boltzmann k-constant). Mathematical models of diffusion processes are based on the
fundamental laws of conservation of matter in the integral or differential form of the Ostrogradsky-
Gauss equations. For small differences in the concentration of the substance u (r, t), we apply the
law for the diffusion flux: [D-grad u(r,t)]. In case of significant changes in concentration over time,
the law of diffusion applies: ¢, = D - il

1. Modeling the process of formation of fractal structures in thin films

The concentration of reagents, depending on the scheme and mechanism of the dynamic
process, can simultaneously decrease in proportion to the concentration and increase in parallel
competing, sequential or reversible chemical reactions. Given that the diffusion process for the
concentration of the substance u(r, ¢) in the approximation of deterministic dynamic chaos is
described by the diffusion equation with dynamically determined chaos. So, the differential
equation of the diffusion process in a chemically active medium with a dynamically determined
randomness associated with the quadratic nonlinearity ##can be represented in the form [14]:

a a du(x,
p o2 = P ] + ko 0w

with diffusion coefficient D(u), porosity coefficient k, [11] and evolution parameter k(t}in a
quadratically nonlinear function:

() =A(a-u— B -u?)

with a normalization coefficient 4, which will determine the degree of rigidity of the process.

The nonlinear function ¢(u) is the density of the internal source of the formation of structures
in the evolutionary competition of the processes of generation and recombination of the elements of
a substance (atoms, ions, molecules, clusters) of a dynamic system with production coefficients a
and absorption f#. For certain values of the evolution parameter k(t), the so-called dynamically
determined chaos arises. The expected characteristics of a thin film of tin dioxide are determined
mainly by the fractal dimension of the clusters, which are determined by the evolution parameter
k(t) of the deterministic chaotic dynamical system. The evolution parameter may also depend on
the influence of thermal effects on the properties of films[k(t)} — k(t, T)].

We solve the diffusion equation with an internal source with boundary and initial conditions:

du(x,6) _ FPulnt
u(x0) = @(x), mx=l
w0t} =u(l,t)=0

After replacing the partial derivatives by their discrete analogues, we obtain a difference
scheme:
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For 6=1/2, the average of the two central derivatives is obtained (the Crank-Nichols scheme),
for 6=0 the usual explicit scheme and =1 the implicit scheme.
We rewrite the implicit difference scheme (o = 1)

(uf'f'l,f - ufrf) _ b
AL = a0)? (qu,j—l — 24,5+ Us+:,,;+1} + flu ;)

as:
Aptliny jo1 = Bpttiag j + Gl jor = F

The value from the lower layer, which is known, we have enclosed in the coefficient F;. The

remaining coefficients are expressed in steps of time, space and D. So we got difference equations
that are connected by a system of linear algebraic equations.

2. Results and discussions

The results of computer numerical calculations of the differential equation of evolution of the
state of a dynamic system in the sol-gel process are shown in Figures 1.

Fig.1. Formation of thin film structure in a sol-gel process at k=0.97

The formation of structures depends on the evolution time, which in our model is determined
by the parameter k(t) and is shown in Figure 2. Moderation is programmed by setting several pairs
of initial conditions for the concentration of reagents. A combined matrix is formed from separate
matrices of solutions of the nonlinear differential equation for different initial conditions. The
calculations of the evolution of the dynamic system of a chemical reaction with diffusion of this sol-
gel formation of thin films are shown in Figures 1 and 2. The constructed trajectories on the phase
plane reflect the dynamics of the concentration of intermediate products of the chemical reaction.

Model parameters are initial concentrations. A study is being made of the solution of a
nonlinear differential equation depending on various initial conditions. There is a direct proportion
to the ripening temperature of thin films and the evolution time in modeling the sol-gel system.
More specifically, this is the number of steps in numerically solving a differential equation. The
model is constructed in accordance with the idea of the so-called Prigogine brussellator [15] for
solving the system of equations of an autocatalytic chemical reaction with diffusion. Moderation is
programmed by setting several pairs of initial conditions for the concentration of reagents.



Engineering. Technique, Devices, Physical Methods of Experiment. 135

Fig.2. Stages of the formation of U-surface structures of a thin SnO, film with parameter:
a) k=0.1;b)k=0.2;¢c) k=0.5;d) k=0.9.

A combined matrix is formed from separate matrices of solutions of the nonlinear differential
equation for different initial conditions. The calculations of the evolution of the dynamic system of
a chemical reaction with diffusion - sol-gel formation of thin films are shown in Figures 3 and 4.

0.8 0.4 0.2
012345 012345 012345

D<0> P(o) G<0>

a b c d

Fig.3. The graph of the time dependence of the solution of the differential equation:
a) for the distribution function D under initial conditions 0.8 and 1.3; b) function P under initial conditions
0.5 and 1.2; ¢) function G under initial conditions 0.7 and 0.3; d) function S under initial conditions 1.4 and
1.3.

The constructed trajectories on the phase plane reflect the dynamics of the concentration of
intermediate products of a chemical reaction. The parameters of the model are the initial
concentration. We present a part of the program code for further calculations presented in Figures 3.

1
~(k + 1)y, + (yo) vkl N 0.8 LN E
,_ = rkfixe ,t0,t1,N,
H(ty) = | m 1.3
k'yo _ (yO) .yl.k
1.2
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G := rkfi 07 0,t1,N,F
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/§A:: rkfixe 13 ,10,t1,N,F

From Figure 4 it can be seen that all the trajectories from the solution of the system of
differential equations that come from different starting points converge to the so-called attractor




136 ISSN 1811-1165 (Print);, 2413-2179 (Online) Eurasian Physical Technical Joumal, 2020, Vol.17, No.1 (33)

with coordinates (1.1) from the theory of nonlinear dynamical systems. In this case, this attractor is
a “node”. The counteraction of various direct and reverse chemical reactions along with coagulation
and peptization in a dispersed medium in sol-gel processes with a stochastic diffusion component
leads to the establishment of a certain stationary state with equilibrium concentrations. This will
allow obtain optimal parameters.

Conclusion

The presence of fractal structures in the experimental results on thin films means the presence
of nonlinear collective phenomena associated with the stochastic process. Fractal dimension is an
essential parameter for understanding the properties of film roughness. Algorithms of evolutionary
programs were developed and numerical computer calculations were performed for a model
representation of the formation of nano-structured clusters of thin films. An interesting review of
the fractal analysis of thin films is given in [16]. The formation of structures in dynamically
determined chaos [17, 18] provides the key to the development of new nano-structured materials,
new quantum technologies.

The method of forming structures within the framework of the introduced nonlinear equation
for competing processes of decay and fusion against the background of weak diffusion is new
approaches for the mechanism of structure formation. The results of computer modeling indicate the
collective effects of self-organization of stable structures. The nonlinear evolution of many-particle
sol-gel dynamics with opposing chemical reactions leads to the formation of fractal clusters, which
corresponds to the available experimental data on the fractal structure in thin films. The performed
numerical calculations within the framework of dynamically determined chaos, like any
calculations in deterministic chaos, can be unambiguously reproduced.
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The need to calculate the radiation protection of the radiation system is the basis in which
diagnostic, design or assembly activities are carried out as part of non-destructive testing. The paper
provides an analysis of the design features of x-ray systems and their technical characteristics,
operating conditions, diagnostic capabilities of modern tomographic systems. The dependences of the
distribution of X-ray radiation and voltage on the thickness of the protective screen are given. The
calculation of the thickness of the protective screen is presented, which will allow you to design the
body of the protective screen of the x-ray system. The above studies will facilitate the work of specialists
in the development of new modifications of x-ray systems.

Keywords: model, control, design, x-ray radiation, characteristic

Introduction

Any corporation needs a system of non-destructive testing to view the penetration of the
internal structure of an object without damaging it. This technology is used in the nuclear, gas,
shipbuilding, ship repair and other industries [1, 2]. Detection of defects in a controlled product and
its internal structure can be carried out by various types of non-destructive testing, one of which is
x-ray tomography. This type of tomography fully controls the geometry and nature of the volume
distribution of density, and also allows to see the elemental composition of the product without
destroying it. This type of tomography allows to control in detail the geometric structure and nature
of the volume distribution of density and elemental composition without destroying the product [3].
In addition, this provides fundamentally new opportunities, especially, the ability to reproduce the
internal structure of thick, heterogeneous industrial products of complex shape without overlapping
shadows of various elements.

Nowadays with the rapid development of x-ray control systems [4] designers solve a problem
with design of the x-ray systems’ filter for the restriction of the x-ray radiation exit from working
area, for the purpose of personnel protection against the radiation. Often before the team of
designers there is a dilemma between reduction of mass of a system and the system effectiveness of
protection [5, 6]. Safety of the personnel that work at this system depends on the exact calculation
of constructional parameters. The matters are resolved due to the calculation of constructional
parameters for the purpose of formation of the most effective system parameters [7], to carrying out
skilled tests [8, 9]. Modern requirements for x-ray safety when carrying out nondestructive control
and the rule demand that any system based on radiations of big power has to have a specially
developed system and the certified protection against x-ray radiation [10-12].

When creating a new x-ray tomograph systems the design stage is fundamental [13]. At this
stage the key parameters of technical system according to the specification pay off, essentially new
technical solutions are developed [14, 15], configuration of system is made [16, 17]. Activities for
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the development and design of x-ray systems have a tested character; the choice of the
constructional parameters is made by means of theoretical formulas of weakening of x-ray radiation
when passing through the material and also the intuitive selection of the accessories which
correspond to these parameters [18]. These calculations are very labor-consuming and characterize
only a situational (static) condition of x-ray optical system within the specifically chosen values of
factors which don't allow to estimate fully behavior of system (change of output parameter) at
change of factors values. This fact significantly complicates the work on the development and
design of x-ray optical system. In this regard the decision to define and create a method of
determination of mathematical dependence which will allow to model the process and to analyze
the behavior of the system has been made, will significantly reduce temporary expenses and will
increase the quality and also accuracy of the developed systems.

1. Samples and Research Methods

The most wide spread systems for the industrial non-destructive testing (NDT) is x-ray
tomographs [19]. X-ray tomographs are divided into several types: by the sizes to the studied sizes,
technical characteristics, a scope etc. [20]. Now the most popular direction of development of these
systems for the NDT can be considered microtomographs [21]. These systems allow to investigate
internal structure of the objects with micron sizes. These systems are characterized by tension on an
x-ray tube from 10 to 160 kV, the small size of a focal spot - from 1 to 10 microns [10]. The X-ray
optical system which is intended for the NDT consists of the following elements [12, 22]:

— a source of x-ray radiation — an x-ray tube;

— detector of x-ray radiation [12];

— the system of positioning with a working surface;

— the software for processing of shadow images and formation of two or three-dimensional
images, depending on a type of the x-ray tomograph [23];

— a control system — a hardware and software system on management of system mechanics
[24];

— power supply unit;

— filter.

One of the most difficult and responsible sections of x-ray systems’ design for nondestructive
control is calculation of radiation protection — the filter. In all cases the main room for holding
actions within the nondestructive control is the workshop in which diagnostic, design or assembly
actions are carried out and in which the x-ray radiator as a source of ionizing radiation is placed
[12]. From here the necessity of carrying out the calculation of system radiation protection, i.e.
definition of lead or other equivalent of stationary means of radiation protection follows [25, 26].
Having decided on parameters and the sizes of x-ray optical system and also a source of x-ray
radiation, there is a task of calculation of the lead screen of protection against x-ray radiation for
safe work on this system according to the international standards [27].

The calculation of the lead screen from x-ray radiation consists of three actions:

— determination of necessary coefficient of x-ray radiation weakening which shows in how
many times it is necessary to reduce the dose power to the admissible size;

— determination of lead protection thickness that is necessary for the deceleration of power of
the dose absorbed in the air that is created by a source of x-ray radiation to the admissible size [§];

— recalculation of the found lead protection thickness on that material from which there are
designed the building constructions or other devices;

— choice of the quality of filter material and its structure.

— The shortcomings of the applied methods of calculation of radiation protection are:

— physically incorrect expression of the key calculated parameter — coefficient of weakening
of radiation,
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— lack of accounting of orientation of primary bunch of radiation and the movement of the last
one during the research (the panoramic tomographs, x-ray computer tomographs that can scan
devices),

— the outdated list and working loadings of the x-ray diagnostic devices used in practice,
including devices with digital receivers of the image, outdated standards and units of measure of
maximum permissible radiation levels.

A special role when calculating the constructional parameters of system is played by such
parameters of material as quality and uniformity of material of the filter (availability of foreign
particulates, susceptibility to wear), existence of places of deformation [12], sutural and welded
connections. The requirements to the systems:

— The system of the x-ray tomograph’ filter has to be completely certified according to the
ROV standard.

— All systems have to correspond to the local rules and resolutions. For example, in Great
Britain it "Rules of the address with sources of ionizing radiation".

— The maximum admissible value of level of the filter radiation leakage shouldn't exceed 5
mSv/h (in the USA), 1 mSv/h (in the other countries).

— After the installation and obtaining the certificate all the x-ray systems undergo the final
testing in order to avoid casual radiation of personnel.

The main settlement parameter is a physically correct coefficient of frequency rate of
weakening. The coefficient of frequency rate of easing represents the relation of power of the x-ray

radiation absorbed dose in this point of air in lack of protection of D), to the admissible power of the

absorbed dose in air N, [5]. For the calculation of coefficient of x-ray radiation weakening when

determining power of a dose in air in x-rays for an hour use Equation
1
K=—-N,,
R

where [ - is the standard anode current of a x-ray tube; R - is the distance from an x-ray tube to the
place of protection, m; N, - is the admissible power (exposition) dose of radiation absorbed in air,
P/hour.

Size of N,, is found by means of help tables. Necessary thickness of lead protection depends

on the coefficient of easing and tension on an x-ray tube and is found in special help tables, which
depends on coefficient of x-ray radiation weakening and also tension on an x-ray tube. As it was
already noted, passing through the substance, x-ray radiation is absorbed. Materials with a high
density most strongly absorb the x-ray radiation therefore the case of x-ray installation is often
manufactured of lead, and in some x-ray generators for additional protection against radiation the
copper is used. For a start we will designate the key parameters at design of the filter: tension of an
x-ray tube; tube power; angle of distribution of an x-ray bunch; distance of an x-ray tube from filter
walls; thickness of lead material; level of an x-ray bunch after passing of the filter; existence of
sutural connections.

For obtaining dependence of key parameter of an x-ray tube, i.e. the tension and thickness of
the filter for creation of mathematical model the following parameters have been determined:

— power of an x-ray tube should be 10 W.

— the angle of distribution of an x-ray bunch should be 90 degrees.

— distance of an x-ray tube from filter walls should be 0.03 mm.

— range of the considered tension should be from 60 to 160 kV.

— the radiation size when passing the filter shouldn't exceed the size of 1 mSv/h, according to
the international standards of safety.
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2. Results and discussions

In general, a large number of experiments have been made for increase in accuracy of
mathematical model, with a step of the tension of the x-ray radiation of 5 kV. The results of an
experiment are presented in the Figure 1. In this figure two lines are presented, the line 1 shows the
results of theoretical calculations by means of the formulas given above, and the line 2 shows the
results of empirical researches at what thickness of the filter, the system completely conforms to the
requirements for x-ray safety.

12

y = 2.6628/n(x) + 1.4557

Thickness, [mm]
o

60 65 70 75 80 85 90 95 100 105 110 115 120 125 130 135 140 145 150 155 160
Tension, [kV]

Fig.1. Dependence of tension on filter thickness

On the basis of empirical data, the mathematical model is defined. It submits to the logarithmic
law and it is equal to

y=2.66628-In(x)+1.4557.

Proceeding from this schedule it is visible that theoretical calculations don't allow with the
required accuracy to count the constructional parameters of the filter and here it is nothing to do
without the manual selection. The created mathematical model solves this problem and allows to
determine the required parameters of the x-ray system filter with high precision.

For obtaining the dependence of thickness of the filter in a lead equivalent from the angle of
distribution of x-ray radiation (parameter of an x-ray tube) for the mathematical model creation the
following parameters have been determined:

1. power of an x-ray tube should be 10 W.

2. tension should be 120 kV.

3. distance of an x-ray tube from filter walls should be 0.03 mm.

4. range of an angle of distribution of an x-ray stream should be from 15 to 170 degrees.

5. the radiation size when passing the filter shouldn't exceed the size of 1 mSv/h, according to
the international standards of safety.

In general, a number of experiments, with a step of an angle of distribution of an x-ray bunch,
that are equal to 5 degrees have been produced. The results of an experiment are presented in the
Figure 2. In this figure the empirical results which display the dependence of filter thickness on a
radiation bunch angle are presented. At this thickness the system completely conforms to the
requirements for x-ray safety. On the basis of empirical data, the mathematical model which
submits to the polynomial law of the 3rd degree

y=-0.0051-x*+0.095-x* —0.73311- x +12.133

The created mathematical model solves a problem of the automated calculation of
constructional parameters within these system parameters and allows to determine the required
parameters of the x-ray system filter with high precision, without resorting to the means of manual
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selection which is not easy, isn't safe and also is temporarily expensive. Excerpts for various modes
and parameters of the protective lead screen for the x-ray system, intended for the designed rooms
for constant stay of personnel are presented in the Table 1. For this purpose, we will take R=0.3 m.

12

H y = -0.0051x" + 0.0955x% 12.133

R’=0.9824

10
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*ee
......
......
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.....
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Thickness, [mm]

15 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170
Angel, [degree]

Fig.2. Dependence of an angle of distribution of x-ray radiation and filter thickness

Table 1 presents the empirical model of the dependence of the thickness of the protective
screen of an x-ray tomograph on various combinations of parameters of the x-ray optical system. As
can be seen from Table 1, when identical parameters are set on the x-ray tube (power, current
strength, scattering angle) and, changing only the voltage value, a gradual increase in the thickness
of the protective shield is observed, the size of which is achieved at 12.1 mm at a voltage of 140k V.
But it is worth noting one behavioral feature of the x-ray protection system. With a progressive
increase in the scattering angle and output voltage of the x-ray tube, a progressive increase in the
thickness of the protective screen is no longer observed.

Table 1. Calculation of filter thickness

No Current, Angle of Tension Thickness of protection,
[mA] dispersion not less than, [mm]
1 0.1 30 80 8.9
2 0.1 30 120 10.8
4 0.1 45 160 10.7
5 0.1 60 180 11.2

On the contrary, the magnitude of the screen once increases, then decreases in comparison with
the previous empirical indication and the entire distribution of the obtained values. This is due to
the properties of the intensity value of the output x-ray beam, the propagation model, as well as the
value and influence of this or that parameter on the thickness of the protective screen of the x-ray
optical system. The most problematic places in the design of the protective shield of an x-ray
optical system are places in which different blocks of materials are interconnected. Much attention
has to be paid to the sutural and welded connections in case filter layer as the data of the place are
the most problem at design of these systems [28]. A big role at design of the filter of x-ray system
plays a room type in which it will be applied. During the applying the same values that were in the
second series of experiments, it has been found out that in places where the sutural or welded
compounds of lead material are observed, holes in the filter are observed where the values of
intensity of x-ray radiation exceeds the established norms. The size of excess in many aspects
depends on a type and quality of sutural connection, the more professionally this seam is executed,
the less the value is. This result is presented in the Figure 3.



Engineering. Technique, Devices, Physical Methods of Experiment. 143

[\

1.1 l \
1 [
/

\
09 —— — 1 L

@ @ ] =
08

12

mk3v/h

0.7

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Step, [sm]

Fig.3. Level of an x-ray radiations

In the situations considered in the Figure 3 it is necessary to accept additional patches over the
main material in order to avoid the radiation of personnel. The size of an additional patch is often
equal to 1.6 from the main thickness of a leaf.

Conclusion

In the conclusion there is necessary to note that in this article the mathematical models for
design of the x-ray systems filter are received, their key characteristics, the main dependences of
parameters and also recommendations about design of the x-ray system filter are defined. The
unique capabilities of the method of industrial X-ray computed tomography can most effectively be
used in the development of technological processes, the development of new products and
materials, the control of critical components and mechanisms. Knowing the dependence that was
received from the practical data it is possible to calculate precisely constructional parameters of
system, and it means that it isn’t required it is required additional actions, such as manual selection
of material thickness, etc. This fact favorably distinguishes this mathematical dependence on the
available theoretical means of calculation. This model has the importance in practice as it allows to
design the case of the x-ray system filter that facilitates the work of engineers and constructs on
development of new modifications of x-ray systems.
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The liquid state theory is not a simple section of the modern theory of metallurgical processes. Any
substance in liquid state is a difficult object to establish not only quantitative, but also qualitative
patterns, being that liquid state is intermediate between solid and gaseous states. Theoretical
hydrodynamics has long attracted attention of various specialties’ scientists: comparative simplicity of
the basic equations, precise problems formulation and clarity of its experiments inspired hope of getting
a dynamic phenomena’s complete description occurring in melts. In describing continuous media’s
dynamic properties the following systems of equations were obtained: for a viscous melt - the Navier —
Stokes equations, for an ideal melt - the Euler equations, for a weakly compressible melt - the Oberbeck
— Boussinesq equations. In fundamental research and in the field of applied research these
mathematical models are generally accepted for modeling melt flow. Theoretical processes descriptions
occurring in melts are based on the Stokes — Kirchhoff theory, which, with the frame of classical
hydrodynamics, revealed phenomenological connections between the molten systems’ kinetic
properties. Numerous hydrodynamic paradoxes point to that long and thorny path that has been
covered since its inception. First long stage was associated with the study and research of ideal
incompressible liquid’s potential flows. Mathematical methods of their research using the theory of
complex variable functions seemed almost perfect. Imperfection of the ideal liquid theory was indicated
by the famous Euler-Dalamber paradox: the total force acting on a body flowing around a potential
flow is equal to zero. Then a mathematical model of a viscous incompressible fluid with its basic
Navier-Stokes equations was created. Proposed section outlines various methods for solving and
studying the Navier — Stokes equations. At the present stage, a great effort is made to find localized
hydrodynamics equations solutions.

Keywords: Metal melt, hydrodynamic equations, velocity profile, mathematical modeling, computer
simulation, density functional

Introduction

Objective - to obtain the most simple regularization of the original system of hydrodynamic
equations containing a physical sense. As known [1, 2], hydrodynamic equations approximation
leads to non-linear systems of equations. Therefore, their solution is accompanied by complex
problems. These problems create difficulties in solving multidimensional tasks using fairly well-
known implicit schemes in time. The task of obtaining original system’s the simplest regularization,
containing a certain physical meaning, becomes urgent. In order to solve these tasks, in our opinion,
most constructive approach is a splitting method. In this connection, we considered various
approaches to the splitting schemes construction for the Navier - Stokes equations in the weak
approximation sense.

Main task of article is to determine the viscous incompressible melt’s motion, if external forces
acting on the melt are known, the boundary mode and, for a non-stationary flow, the initial velocity
field. Basically, we assume that there is a coordinate system in which the filled with the melt is
unchanged. The assumption of the field’s constancy is fulfilled in such practically important tasks
as the problem of flowing a solid body with an infinite flow; the problem of the liquid motion under
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the action of volume forces in a vessel with solid walls moving in a known manner in space and
others.

3. Decision problem

We consider a flat flow. Let £ —area of Euclidean space R", and x:(xl,xz). We divide

whole space R" (x,¢) on elementary cells, the area of which:
x; =k.h, h>0, k,=0,2112...,

1 1

wheres = kAt k =1,2,...,n; h —Step.
We form difference ratiosby x;:

V. (x t)= [v(x + he’ t) (x,t)l7 (x t)= [v (x,t)— (x —he-’,t)l

Shift by x; is defined as:

+i

v(x,t)= v(x + hej,t)
Consider the temperature model of inhomogeneous melt [3, 4] in the area 2 C R*:

p(aaz:+(v-V)v):,uAv—Vp+e6p+pf, (1)

dp
o V)p =
at+(v )p

dive =0

p(aaf+(v-V)6J:div(/l(0)V6)+ o

2
8vj
,;iax ox, ]

with initial boundary conditions:

Vim0 =00 (%), Plio = Po (%), 8] g = 6 (x U‘S_O ges—ojte[(),T],

where O —is energy dissipation, y(x,r)— velocities' vector function, #(x,¢)—temperature field,
p(x,¢)—density field, p(x,t)—pressure field, f (x,t)—mass force vector, 4 —melt viscosity,
A(6)—thermal conductivity coefficient, 7 - external normal to the boundary of S, e= {0,1}.

In order to demonstrate given method after appropriate transformations, we rewrite equation
(1) in form:

a—v+22k(v)—1Vdivv=f, (2)
0 k=1 E
where:
9°w ow 10v
Z,w)=-y—+v, —+-——F
() yax,f Ui ox, 2 dx; v
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There are various approximations of difference operator Z, . We take this operator in the form
proposed in  [4-9]:

m—ﬁ k k
Zm( )_ +k P 1 m—E m_E
P W __kafk +5 Vi Wik + 5 e "W +5vkxk Wik
Then equation (2) can be represented by following difference scheme:
1 1 1
i UIm_E _ vlm—l + T;‘l vlm_i — lfim_E , (3)
At 2
1 m—l m—— 1 m—l
Sl 2 _ ,Um—l + Tm ) 2 (= 2, 3
7Y G M RO e 3)
1 1
1 m== 1 m—— 1
—|v" =y |+ )= vy o, 2 | == A"
Al ) 1 J 1 ( | ) 8[ 1 T V2 J 2f1 4)
N
1 m— m—— 1 m— 1 m—
—v, 2=vy |+7)| v, 2=~ e, 2| == f, 2
Azl 2 2 ) el 2w T g (5)
)
1 m— 1
o ,Um —U 2 +T”l Um [ m’ 6
v R U B ©)

where m =1,2,..., N.
To complete construction of the difference scheme, initial and boundary conditions should be

added to these equations. Without deriving formulas for boundary conditions, we write:
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Thus, we obtain equations (3) — (6), which are solved separately. This allows you to write
machine programs for the numerical finite-difference methods implementation. We consider
application of proposed method on Dirichlet problem example for the Poisson equation given in [6-
15]. Integration is performed in a rectangular lattice in accordance with fig. 1. Asterisk indicates
internal nodes, boundary nodes are denoted by «°».

Y

7

h

Fig.1. Integration area

4. Results and discussions

According to the reference data, solution of the Poisson equation is given in table 1. For the
control example in Table 2 we give the Dirichlet problem’s solution already with different boundary
conditions from same reference sources. Comparing first and second Dirichlet boundary value
problems’ solutions from reference sources presented in tables 1 and 2 with program results for
solving boundary value problems presented in tables 3 and 4, we see a satisfactory coincidence of

solutions for a given accuracy £=10""

Table 1. First Dirichlet boundary value problem’s solution for the Poisson equation from reference
sources

Y X

0.00 0.40 0.80 1.20 1.60 2.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.20 0.08 0.32 0.51 0.72 0.99 0.84
0.40 0.32 0.72 1.07 1.41 1.78 1.76
0.60 0.72 1.23 1.68 2.12 2.56 2.76
0.80 1.28 1.82 2.65 3.22 3.82 3.84
1.00 2.00 244 2.96 3.56 4.24 5.00

Table 2. Second Dirichlet boundary value problem’s solution for Poisson equation from reference
sources

Y X

0.00 0.40 0.80 1.20 1.60 2.00
0.00 1.00 1.40 1.80 2.20 2.60 3.00
0.20 2.00 1.05 0.95 1.08 1.44 2.96
0.40 2.00 1.02 0.60 0.59 0.93 2.84
0.60 4.00 1.36 0.78 0.63 0.93 2.64
0.80 5.00 2.78 2.12 1.81 1.64 2.36
1.00 6.00 5.84 5.36 4.56 3.44 2.00
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Table 3 - First Dirichlet boundary value problem’s solution for the Poisson equation with a given
accuracy e =10"

Y X

0.000 | 0.200 | 0.400 | 0.600 | 0.800 |1.000 |1.200 | 1.400 | 1.600 | 1.800 | 2.000
0.0 1 0.000 |0.000 |0.000 |0.000 |0.000 |0.000 |0.000 |[0.000 |0.000 |0.000 |0.000
0.2 1 0.080 |0.241 |0.262 |0.264 |0.266 |0.269 |0.272 |[0.276 | 0.280 | 0.330 | 0.840
04 10320 0303 0301 0303 |0.305 [0308 |0.311 |[0315 |0.320 |0.447 |1.760
0.6 | 0.720 | 0356 |0.305 |0306 |0.308 |0310 |0.314 |0318 |0.323 |0.538 |2.760
0.8 | 1.280 |0429 |0.310 |0308 |0.310 [0313 |0.316 |0.320 |0.325 |0.636 | 3.840
1.0 | 2.000 |0.523 |0.315 0311 |0.313 [0315 |0.319 [0323 |0.329 |0.741 | 5.000
1.2 12880 |0.639 |0.322 |0314 |0.316 [0319 |0.322 [0326 |0.332 | 0.854 | 6.240
14 13920 0776 |0.330 |0318 |0.320 [0.323 |0.326 |[0.330 |0.337 |0.974 | 7.560
1.6 | 5.120 0935 |0.341 (0323 |0.326 0329 |0.332 [0336 |0.343 |1.105 | 8.960
1.8 16480 |1.248 |0.581 |0.613 |0.674 [0.744 |0.821 [0.906 |1.002 |1.946 |10.44
2.0 12.000 |2.440 |2.960 |3.560 |4.240 |5.000 |5.840 |6.760 | 7.760 | 8.840 | 10.00

Table 4 - Second Dirichlet boundary value problem’s solution for the Poisson equation with a given
accuracy £ =107"

Y X

0.000 | 0.200 | 0.400 | 0.600 | 0.800 |1.000 |1.200 |1.400 | 1.600 | 1.800 | 2.000
0.0 | 1.000 | 1.200 |1.400 | 1.600 |1.800 |2.000 |2.200 |2.400 |2.600 |2.800 | 3.000
0.2 12000 |1.109 |1.011 |1.012 |1.016 |1.019 |1.023 |1.026 |1.029 | 1.138 | 2.960
04 |3.000 | 1.215 |1.004 |0.997 [0.99 |0994 |0.992 |0990 | 0.988 | 1.087 | 2.840
0.6 |4.000 |1.325 |1.007 |0.997 [0.995 10993 10991 |0988 |0.985 |1.074 | 2.640
0.8 |5.000 |1.436 |1.009 |0.996 [0.994 0992 |0.989 |0986 |0.983 | 1.057 | 2.360
1.0 | 6.000 |1.546 |1.012 |[0.995 [0.993 0990 |0.987 |0984 |0.981 |1.035 | 2.000
1.2 | 7.000 |1.656 | 1.015 |[0.994 [0992 0989 |0.986 |0983 |0.979 |1.008 | 1.560
14 | 8.000 |1.767 |1.017 [0994 [0991 |0988 |0.984 |0981 |0.977 |0977 |1.040
1.6 19.000 |1.877 |1.020 |0.993 [0.990 |0.986 |0.983 |0979 |0.975 0942 | 0.440
1.8 | 10.00 |2.018 |1.059 |1.027 |1.022 |1.016 |1.009 |1.000 |0.992 |0917 |-0.24
2.0 | 6.000 |5960 |5.840 |5.640 |5.360 |5.000 |4.560 |4.040 |3.440 |2.760 | 2.000

Table 5 - First Dirichlet boundary value problem’s solution for the Poisson equation with a given
accuracy e =107"

Y X

0.000 0.400 0.800 1.200 1.600 2.000
0.00 0.000 0.000 0.000 0.000 0.000 0.000
0.20 0.080 0.301 0.508 0.750 1.001 0.800
0.40 0.320 0.730 1.055 1.430 1.851 1.710
0.60 0.720 1.221 1.666 2.101 2.590 2.732
0.80 1.280 1.790 2.599 3.202 3.798 3.884
1.00 2.000 2.490 2.981 3.549 4.290 5.001

It should be noted that the increase in accuracy leads to an increase in the cost of machine time,
which is 45 minutes. In general, a large number of experiments have been made for increase in
accuracy of mathematical model, with a step of the tension of the x-ray radiation of 5 kV.
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Conclusion

Obtained results show compiled program’s correctness, as well as correctness of the stated
boundary value problems for hydrodynamic equations considered by us above. In this article, we
establish one of the important moments of the Navier — Stokes equations’ theory: the unique
stationary problems’ solvability in the case of their linearization. This is most easily done in a
Hilbert space with a well-defined extension of the solution concept, which will be described
below.Here are specific algorithms for computer programming.
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A behavioral model of the modular reduction device with optimal hardware costs was designed in
CAD Quartus Prime Lite Edition. An algorithm of operation is implemented in the Verilog HDL
language. A method is used where, at each step of the calculation, the value of either tripled, doubled,
or single value of the module is subtracted from the most significant bits shifted to the left by two.
Functional and timing modeling of the behavioral model algorithm using examples was carried out and
the correctness of the algorithm was confirmed. The device circuit at the register transfer level (RTL)
for the low-budget FPGA Cyclone VE SCEBA4F23C7 from Altera is obtained. A timing analysis was
performed using a time analyzer to determine the maximum clock frequency for the principal and
behavioral models in various working conditions.

Keywords: asymmetric crypto-algorithms, hardware encryption, modular reduction, behavioral model,
design.

Introduction

New information and communication technologies, which are the technological drivers of the
Fourth Industrial Revolution, bring with them not only new opportunities, but also new challenges
of ensuring information security. The relevance of these problems is evident against the backdrop of
a global trend towards an increase in the number of cyber-attacks, leading to significant financial,
material and human losses. Systems based on new technologies, such as Blockchain, Cloud
Computing, Internet of Things (IOT), Cyber-Physical Systems (CPS), are systems with an
unlimited number of network interaction participants. High-speed symmetric encryption, requiring
the transfer of an individual secret key to each participant, is not applicable to protect information in
such systems. Besides, the use of asymmetric encryption, in which public keys are distributed to
participants of network interaction, is associated with the issue of low speed of asymmetric
cryptographic algorithms. Complex and cumbersome procedures for modular exponentiation very
large integers during encryption and decryption in asymmetric cryptographic algorithms are time
consuming. The transition from software to hardware implementation of asymmetric encryption can
improve the characteristics of encryption in terms of performance. However, the hardware
implementation does not improve the performance of asymmetric cryptographic algorithms so
much as to approach the speed of symmetric cryptographic algorithms.

The international research community pays great attention to solving the problem of improving
the performance of asymmetric cryptosystems. The emphasis is on the hardware implementation of
asymmetric cryptographic algorithms. The most complex basic operation of modular exponentiation
large numbers with asymmetric encryption is the modular reduction. Moreover, in many research
papers, acceleration of asymmetric encryption is proposed by accelerating the operation of modular
reduction of integers by developing new and adapting (modifying) existing algorithms and circuit
solutions of modular reduction devices [1-12].
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1. Purpose and objectives

There are an increase in speed is achieved by increasing the hardware costs, which are directly
proportional to the capacity of the given numbers in most solutions. Therefore, their use in reducing
multi-bit numbers is justified if there are no requirements for optimizing hardware costs. It should
be borne in mind that increasing hardware costs leads to increased power consumption and lower
reliability. The actual issue is the accelerated determination of the remainder modulo an arbitrary
number (modular reduction) with optimization of hardware costs and low cost.

The functional block diagram of a device for modular reduction of binary integers with
optimization of hardware costs and low cost is developed and presented by the authors in [13]. The
purpose of this work is to design and study the behavioral model of this modular reduction device,
to determine its advantages and disadvantages compared to the principal model. In previous studies,
the design of the circuit diagrams of the device blocks and the principal model of the entire device
as a whole was performed [14, 15]. For the design and debugging of the principal model CAD
Quartus Prime Lite Edition Version 16.0 (Altera) was used. The implementation of the device is
focused on the low-budget board DEO-CV with an integrated circuit FPGA of the Cyclone VE base
family, manufactured by Altera (the parent organization of Intel) - SCEBA4F23C7.

The objectives of this study are to develop a behavioral in Verilog HDL language, to study it
and to perform a comparative analysis of the principal model and behavioral model of a device
using a textual description of circuits of a device for quickly reducing binary integers modulo from
the point of view of hardware and time costs when implementing a device on a low-budget FPGA
family Cyclone VE base — SCEBA4F23C7. Cyclone series low-cost boards are designed for use in a
variety of applications where low power consumption and low cost are key parameters. Therefore,
the Cyclone family is the optimal solution for mass, cost-critical applications.

2. Designing a behavioral model of the high-speed device for modular reduction

The structure of the considered device of fast reduction of numbers modulo consists of a
controlling block, a block of shift register, a block of former of the multipliers of the module P, and
a block of former of the partial remainders 7; (Figure-1). In this device, to accelerate the calculation
of the remainder twice when dividing the 2n-bit number 4 by the n-bit module P, we used the
method where, at each step of the calculation, the value P of either tripled (3P), or doubled (2P), or
a single (P) value of the module P is subtracted from the high-order bits of the previous remainder
(4r;.;) shifted by two bits to the left.

The controlling block receives the signals Reset, Start, clock pulses (CP), K = n/2 (n - the
capacity of the module P, n/2 - determines the number of clock pulses required to perform the
operation of reduction modulo). In the block of former of the multipliers of the module P the binary
representation and ones' complement (for further subtraction operations) of the doubled and tripled
module (2P and 3P) are pre-calculated. The Block of shift register is used initially to store the
reducible number A, then the partial remainders, and to shift them to the left by two bits with the
subsequent supply of the most significant bits (47;.;) to the partial remainder shaper.

An analysis of the performance of the principal and behavioral models of the module for fast
reduction of numbers was performed using the Quartus Prime Time Quest Timing Analyzer. The
time relationships that must be respected for the proper operation of the project were determined,
and the signal transit time was compared with the time required for the stable operation of the
project (Figure-1 and Figure-2). Comprehensive static timing analysis includes analysis of all signal
paths. The Time Quest Timing Analyzer shows data required times, data arrival times, and clock
arrival times. With its help, you can check the circuit performance and detect possible timing
violations.
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3. Results and Discussions

The analysis of delays (Time Analysis) in the logic circuit is performed to determine the
conditions under which the circuit operates reliably. These conditions include the maximum clock
frequency (Fiz.x) at which the circuit will produce the correct result. Time reports were created for
all critical paths in the project. Multilateral analysis made it possible to verify the design (the
principal and behavioral models) under various operating conditions, changing the voltage, speed,

and temperature when performing a static timing analysis of the design (Fig. 4).

@ Set Operating Conditions

*

®) User specified default operating conditions:

Current conditions: 7_slow_1100mv_85c

7_slow_1100mv_0Oc
7_slow_1100mv_85c
MIN_fast_1100mv_0c
MIN_fast_1100mv_85c

Other available operating conditions:

SDC command: |5et_operating_conditi ons 7_slow_1100mv_0c

Cancel

Help

Fig.4. Selection of an operating condition for multilateral analysis.

The maximum delay in the circuit corresponds to the critical path, which determines the
longest period and, accordingly, the maximum frequency of the device (Fyux). Fig. 5 represent
fragment of the analysis result for determining the maximum clock frequency of the principal model

under various operating conditions.
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1 2743 MHz  27.43 MHz Start
2 30.8 MHz 30.8 MHz Reset
3 33.25 MHz 33.25 MHz Clk
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Fmax Restricted Fmax Clock Name Note
1 27.6 MHz 27.6 MHz Start
2 30.83 MHz 30.83 MHz Reset
3 32.91 MHz 3291 MHz Ck
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Fmax Restricted Fmax Clock Name Note
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Fig.5. Determination of the maximum clock
frequency under various operating conditions of
the device for fast reduction of numbers modulo

for the principal model.

[ Slow 1100m\V 85C Model

Frmax
1 117.3 MHz

Restricted Fmax
117.3 MHz

Clock Name Note

clk

[ Slow 1100mV 0C Model

Fmax
1 11518 MHz

Restricted Fmax
112,18 WHz

Clock Name
clk

Note

[ Fast 1100mV 85C Model

Restricted Fmax
248,57 NHz

| Fmax
1 248 57 NHz

Clock Name Note

clk

[ Fast 1100mV 0C Model

Fmax
1 267.52 MHz

Restricted Fmax
267.52 MHz

behavior model.

Clock Name
clk

Note

Fig.6. Determination of the maximum clock
frequency under various operating conditions of the
device for fast reduction of numbers modulo for the



Engineering. Technique, Devices, Physical Methods of Experiment. 155

Figure 6 represent fragment of the analysis result for determining the maximum clock
frequency of the behavioral model under various operating conditions. The compiler report contains
detailed information about the results of project processing and its components. Of the summary
reports that contain complete information about the hardware costs of compiled projects, the main
characteristics obtained are presented in table 1.

Table 1. Resources used FPGA.

Resource Name Principal model | Behavioral model | Total FPGA Resources
Adaptive Logic Module (ALM) 72 74 18480
Registers 22 65 73920

I/O Pins 48 29 224

Logic Array Block (LAB) 12 11 1848

Table 1 shows how many total resources (ALM, Registers, I/O Pins, LAB) are available in
Altera FPGA - SCEBA4F23C7 and how many resources are required to implement a /2-bit binary
number reduction using a 6-bit binary module. The table does not show data for the Combinational
Adaptive Look-Up Table (ALUT), since ALUTs are logical constructs from ALM hardware and are
not an independent FPGA resource.

Information on ALUT in the compiler report: for the principle model - 716, for the behavioral
model - /22. The compiler report also contains information on the average fan-out coefficient for
the output: for the principle model - 2.55, for the behavioral model - 2.56.Analysis of timing
characteristics shows that the behavioral model is faster than the principal model, regardless of the
operating conditions of the device. The threshold maximum frequency during operation of the
device in the worst conditions (voltage 7/00 mV and temperature 85 ) for both the principal model
and the behavioral model is almost two times lower than the threshold maximum clock frequency of
the device under normal conditions. Moreover under normal operating conditions, the maximum
clock frequency for the principal model is Fyx = 68.77 MHz, for the behavioral model Fjx =
267.52MHz, which is higher than the clock frequency of existing special RSA processors (from 5
MHz to 30 MHz), which are implemented on very-large-scale integration (VLSI) devices [16].

An analysis of the resources used and available shows that to implement the proposed high-
speed modular reduction device for n = 6, both in principle model and in behavior model, no more
than 0.6% of the available resources of the low-budget FPGA Cyclone VE SCEBA4F23C7 were
used. A comparative analysis shows that the hardware of high-speed modular reduction device in
the graphical description of the schematic diagram (principle model) will be 710.5% less, since the
device developer himself chooses the necessary resources at the design stage. While using textual
methods for describing circuits, CAD independently distributes resources according to a given
logic, which leads to non-optimal resource consumption.

Conclusion

The development of a modular reduction device using a behavioral model makes it possible to
obtain a faster device compared to using a principle model, but with high hardware costs. The
obtained results confirm the possibility of using the low-budget FPGA Cyclone VE SCEBA4F23C7
to implement a high-speed modulator for binary numbers with high bit grid (n <= 1000).

The FPGAs of the Cyclone VE family also include multipliers, DSP blocks, and internal RAM.
The results obtained with the implementation of the modular reduction device in Cyclone VE
SCEBA4F23C7, on the use of hardware resources and the maximum clock frequency provide
grounds for a real discussion and solution of issues of implementing a crypto processor on one
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FPGA board of the Cyclone VE family. The device can be used both in crypto-processors and in
digital computing devices to accelerate the division operation. Low cost Cyclone family FPGAs
allow them to be used in mass solutions where it is necessary to provide low power consumption
and low cost.

Acknowledgements

The presented results were obtained during research in the framework of the state order for the
implementation of the scientific program for the budget program of the Republic of Kazakhstan “Development
of science”, the subprogram “Program-targeted financing of subjects of scientific and/or scientific and technical
activity” of the scientific and technical program: BR053236757 "Development of software and hardware and
software for cryptographic protection of information during its transmission and storage in info-communication
systems and general purpose networks"

REFERENCES

1 Hars L., Joye M., Quisquater J. Long Modular Multiplication for Cryptographic Applications.
Cryptographic Hardware and Embedded Systems. CHES 2004, Lecture Notes in Computer Science, 2004,
Issue 3156, pp. 45— 61.

2 Petrenko V.I, Sidorchuk A.V., Kuz'minov J.V. Device for generating remainder with arbitrary
modulus: pat. 2368942 C2 Russian Federation. No. 2007124282/09; Publ. 27.09.2009, Bull. No. 27, 9 p.

3 Pankratova LLA. Number-theoretical methods of cryptography. Tomsk, Tomsk State University,
2009, 120 p.

4  Zakharov V.M., Stolov E.L., Shalagin S/V. Apparatus for generating remainder for given modulo:
pat 2421781 C1 Russian Federation.No. 2009138613/08; Publ. 20.06.2011, Bull. No. 17, 9 p.

5 Kopytov V.V., Petrenko V.I., Sidorchuk A.V. Device for generating remainder from arbitrary
modulus of numbe. Pat. 2445730 C2Russian Federation. No.2010106685/08; Publ. 20.03.2012, Bull. No.8, 8p.

6  Skryabin 1., Sahin Y.H. Support operations for encryption algorithms with public key and their
implementation in the microprocessor Elbrus. 2013. Available at: www.myshared.ru/ slide/213088

7  Eran Pisek, Plano, T.X., Th.M. Henige, Dallas, T.X. Method and apparatus for efficient modulo
multiplication: pat. No. 8417756 B2 United States. No0.12/216,896; Publ. 09.04.2013, 12 p.

8 Aitkhozhayeva Y. Zh., Tynymbayev S.T. Aspects of hardware reduction modulo in asymmetric
cryptography. Bulletin of National Academy of Sciences of the Kazakhstan. 2014, No. 5(375), pp. 88 — 93.

9 Markus Bockes, Munich (DE); Jurgen Pulkus, Munich (DE) Method for arbitrary-precision
division or modular reduction: pat. 9042543 B2 United States. No. 13/885, 878; Publ. 26.05.2015, 12p.

10 Yu H., Bai G., Hao J., Wang C. Yap Efficient Modular Reduction Algorithm Without Correction
Phase. Frontiers in Algorithmics. Lecture Notes in Computer Science, 2015, Vol. 9130, pp. 304 — 313.

11 Tynymbayev S.T., Aitkhozhayeva Y.Zh. The remainder generator by an arbitrary modulus of the
number: pat. 30983 The Republic of Kazakhstan. No. 014/1450.1; Published 15.03.2016, 5 p.

12 Kovtun M., Kovtun V. Review and classification of algorithms for dividing and modulating large
integers for cryptographic applications. 2017. Available at: http://docplayer.ru/30671408-Obzor-i-
klassifikaciya-algoritmov-deleniya

13 Tynymbayev S.T., Aitkhozhayeva Y.Zh, Adilbekkyzy S. High speed device for modular
reduction. Bulletin of National Academy of Sciences of the Republic of Kazakhstan. 2018, No. 6 (376), pp.
147 — 152.

14 Adilbekkyzy S. Aitkhozhayeva Y.Zh., Tynymbayev S.T. Modeling of the partial reminder former
of the modular reduction device. Eurasian Union of Scientists. 2019, Vol. 6 (63), pp. 47 — 51.

15 Tynymbayev S.T., Aitkhozhayeva Y.Zh, Adilbekkyzy S., et al. Development and modeling of
schematic diagram for the modular reduction device. Problems of Informatics, 2019, No. 4, pp.42 — 52.

16 Kramarov S.0., Mityasova O.Yu., Sokolov S.V., Tishchenko E.N., Shevchuk P.S. Cryptographic
information security. Moscow: RIOR Publishing Center, 2018, 322 p.

Article accepted for publication 25.05.2020



Engineering. Technique, Devices, Physical Methods of Experiment. 157

DOI 10.31489/2020No1/157-162
UDC: 532.53

MODELING OF FLOOD INUNDATION
FOR ZHABAY RIVER BASIN IN CENTRAL KAZAKHSTAN REGION

Baktybekov K.S., Aimbetov A., Rakhimzhanov B.K.*, Murat A.

JSC "National Company "Kazakhstan Gharysh Sapary", Nur-Sultan, Kazakhstan,
rahimzhanovberik@gmail.com

Frequency analysis is the estimation of how often a specified event will happen. This is the most
important statistical technique in understanding the nature and magnitude of high discharge in a river.
In this paper, the flood frequency of the Zhabay River Basin in the Central Kazakhstan Region is
analyzed. The frequency analysis has been carried out using Gumbel’s distribution on based the eight-
year flood data in the Zhabay River Basin which was provided by the hydrometeorological service
“Kazhydromet”. The expected floods for various return periods (T) is obtained. Additionally, the digital
terrain model for the Zhabay River Basin is presented. This model was provided by the first Kazakhstan
Earth remote sensing satellite KazEOSat-1. The results of the research would be useful in forecasting
floods in the Central Kazakhstan region.

Keywords: modeling, floods, Zhabay River Basin, frequency analysis, Gumbel's distribution, KazEOSat -1.

Introduction

Flood is a natural hazard that may cause great damages to human civilization. It is studied
worldwide using hydrologic as well as hydraulic models [1, 2]. Flood frequency analysis (FFA) is
the estimation of how often a specified event will occur. In order to obtain the probability
distribution of flood analyzing before the estimation can be done the stream flows data are
important. FFA is the universal method used for the estimation of the recurrent interval of any
hydrological event that is pivotally essential for the management of flood with respect to planning,
design, and operations through the use of fundamental knowledge of flood characteristics [3-5].
Much research has been done to analyze flood by methods such as GIS [6-8], Gumbel’s distribution
[9], L-moments [10], Powel distribution [11], Log-Normal, and the Log Pearson Type III
distributions [12].

During spring floods, some territory of Kazakhstan suffers from flooding. For example, the
city of Atbasar in the Akmola region has been regularly flooded for the past few years. In Atbasar
the major floods were in 2014 and 2017. The threat came from the Zhabay River, where the water
level rose sharply due to intense snowmelt. In 2014 and 2017, Atbasar has been declared a state of
emergency (ES) of a natural nature. The damage in Atbasar was impressive. For example, in 2014,
330 houses were damaged, and in 2017 more than 650 objects were flooded, as well as livestock,
agricultural land. Many residents lost all their property and were left without housing [13, 14].
Thus, a study of the flood inundation of the Zhabay River is a relevance area.

The aim of this research is to analyze the flood frequency for the Zhabay River Basin in the
Central Kazakhstan region by applying Gumbel’s distribution. Such distribution is used to represent
the distribution of the maximum level of a river in a particular year if there was a list of maximum
values for the past several years. It is also useful in predicting the chance that an extreme
earthquake, flood, or other natural disasters will occur.

In work, we use peak flow discharges data that were provided by hydrometeorological service
RSE “Kazhydromet” of the Ministry of Ecology, Geology and Natural Resources of the Republic of
Kazakhstan [15]. By Gumbel’s distribution, the research of flood inundation of the Zhabay River
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has not been studied before. We obtain a new result of the expected flood for different return
periods for the Zhabay River. In addition, the digital terrain model for the Zhabay River Basin is
presented. The results of research can be applied to predict future flood inundation in the city
Atbasar.

1. Materials and Methods
1.1 Study Area

The study area is Zhabay River Basin that locates in Akmola region, Central Kazakhstan. The
river locates between Latitude and Longitude as 52°19°0.16"'N—-68°1044.95"'E,
52°15'35.81""—69°0'34.68"'E, 51°47'56.54"'N—68°1330.54"'E, 51°48°55.84"'N — °0'52.58"'E.
The Zhabay River is one of the large tributaries of the Esil (Ishim) River, flowing mainly in the
Akmola Region, and is included in the Ishim River Basin. According to the latest data, the length of
the river is 196 km. The catchment area is 8800 km?”. The river flows through the territories of the
following settlements-Pokrovka, Borisovka, Atbasar (Atbasar district), Sandyktau, Balkashino
(Sandyktau district) and also has 14 tributaries, such as Zhylandy, Aydabol, Sarymsakty.

In Fig.1 we present digital terrain model for the Zhabay River Basin. The figure was produced
with satellite KazEOSat-1 data of the JSC "National Company "Kazakhstan Gharysh Sapary".
KazEOSat-1 is the first Kazakhstan Earth remote sensing satellite. The technological feature of
KazEOSat-1 is the ability to shoot in stereo, which allows us to get digital terrain models. Digital
terrain models are key components of flood modeling systems.

&,

Fig. 1. Digital terrain model for the Zhabay River Basin that was produced with KazEOSat-1 data
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1.2 Data Used

For this research, the annual peak flood series data for 8 years varying over the period, 2011 to
2018 for the Zhabay River Basin were presented by hydrometeorological service RSE
“Kazhydromet” [15]. In Table 1 we present the used peak flow discharges data in our research.

Table 1. Observed floods in corresponding years based on data [15]

Year Peak flood in m’/s
1 2011 202
2 2012 246
3 2013 194
4 2014 1750
5 2015 80,9
6 2016 623
7 2017 3290
8 2018 154

1.3 Gumbel’s distribution

In 1941 E. J. Gumbel began developing the method of an extreme-value probability
distribution to analyze the magnitude frequency relation of annual peak discharges. Until now his
method still enjoys great favor among hydrologist-statisticians. The Gumbel’s distribution method
is used to analyze the extreme value of different return period of 10 years, 20 years, 50 years and
100 years using observed discharged data. In research, we apply Gumbel’s distribution to carry out
the flood frequency analysis of the Zhabay River Basin using 8 years annually peak flow data
(2011-2018). In this method, the variate x (flood peak discharge) with recurrence interval T is
given by

Xp =X+ Ksy_q, (1)

where x5 is flood peak discharge, ¥ —average value x, s,,_4- standart devivation that defined by

- e
Sp-1 = /EE;_‘? , @)

here K — is the frequency factor expressed as

K= 3)

T

here y¢ - is the reduced variate that is given by
T
yr = —In[In[-=]], @

where ¥,- Gumbel’s reduce mean variable, which defined from Gumbel’s Table 2; g, -reduce
standard deviation, a function of sample size n that defined from Gumbel’s Table 2.

The data in Table 2 were obtained by Gumbel [16] and we apply these data to obtain frequency
factor K by equation (3). Because our period of study is 8 year we use case n = &. It is mean that

from Table 2 we apply reduced mean variable ¥_ = ©.4843 and reduce standard deviation
7o = 0.9043.
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Table 2. Gumbel’s reduced mean variable and standard deviation based on data number [16]

n Vo (2% n Vo (2% n Vo Gy

8 0.4843 0.9043 16 0.5157 1.0316 24 0.5296 1.0864
9 0.4902 0.9288 17 0.5181 1.0411 25 0.5309 1.0915
10 0.4952 0.9497 18 0.5202 1.0493 26 0.5320 1.0961
11 0.4996 0.9676 19 0.5220 1.0566 27 0.5332 1.1004
12 0.5035 0.9833 20 0.5236 1.0628 28 0.5343 1.1047
13 0.5070 0.9972 21 0.5252 1.0698 29 0.5353 1.1086
14 0.5100 1.0095 22 0.5268 1.0754 30 0.5362 1.1124
15 0.5128 1.0206 23 0.5283 1.0811 31 0.5371 1.1159

2. Results and discussions

Gumbel's distribution is applied to carry out the flood frequency analysis of the Zhabay River
using 8 years annually peak flow data (2011-2018). The maximum flood of 3290 m*/s was recorded
in 2017 whereas the lowest flood of 154 m®/s occurred in 2018. The mean flood is 817.45 m’/s.
Based on the Gumbel's distribution described in section 1.3, the important parameters as return
period, probability, reduced variate were computed in Table 3 while Table 4 shows the various
discharges expected alongside their return periods.

Table 3. Computation results by Gumbel’s distribution

N Water year, x | Flood peak | Oder (m) Return Probability Reduced
Period Variate
1 2011 202 1 9 0.11 2.14
2 2012 246 2 4.5 0.22 1.38
3 2013 194 3 3 0.33 0.90
4 2014 1750 4 2.25 0.44 0.53
5 2015 80.9 5 1.8 0.56 0.21
6 2016 623 6 1.5 0.67 -0.09
7 2017 3290 7 1.29 0.78 -0.41
8 2018 154 8 1.13 0.89 -0.79
Table 4. Computation of expected flood for the Zhabay River
Return Period, Reduced Variate, ¥r Frequency Expected Flood,
T (in years) Factor, K XT
2 0.37 -0.13 669.0

5 1.50 1.12 2097.88

10 2.25 1.95 3043.92

25 3.20 3.00 4239.26

50 3.90 3.78 5126.02

100 4.60 4.55 6006.24

200 5.30 5.32 6883.24

250 5.52 5.57 7165.19

500 6.21 6.34 8040.28

1000 6.91 7.10 8914.75
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In Table 4, the frequency factor K is calculated based on equation (3). Moreover, Gumbel’s

reduced mean variable ¥'n and standard deviation T» can be selected using Table 2 in case = &.
The reduced variate yr and expected flood x4 are calculated by equations (4) and (1). Analyze the
results in Table 4 we see that in case T = 2 expected flood in Zhabay River is 669 m’/s. It is almost
the same amount as in the 2016 year. However, our result shows that in the case of return period
T = 5 we can assume the next flood inundation of the Zhabay river because the expected flood is
2097.88 m’/s and more. This amount of water is bigger than observed in the 2014 year and 2017
year when in city Atbasar was declared a state of emergency of a natural nature because of flood
inundation in the Zhabay River.

Conclusion

In this paper, flood frequency analysis had been carried out for the Zhabay River Basin in
Central Kazakhstan region using peak flow data. The observed data (Table 2) were provided by
hydrometeorological service RSE “Kazhydromet” of the Ministry of Ecology, Geology and Natural
Resources of the Republic of Kazakhstan. According to the 8 years history of the Zhabay River, the
maximum outcome in 2017 the amount of flood discharge is 3290 m’/s. And the second maximum
flood discharge happens in 2014 with the amount of flood discharge 1750 m’/s.

In work, we used Gumbel’s distribution that is a statistical method often used for predicting
extreme hydrological events such as floods. What is different from other methods is that the value
of frequency factor K depends upon the number of years of record. In this research, the estimation
of frequency factor K using n=8.

We performed a flood frequency analysis of the Zhabay River using annual peak flow or
maximum discharge data obtained in the river for the years 2011-2018 (Table 2). The results in
Table 4 show the expected floods in the river reach for return periods of 2yrs, Syrs, 10yrs, 25yrs,
50yrs, 100yrs, 200yrs, 250yrs, 500yrs, and 1000yrs. By analyzing the result in Table 4 we predict
that the next higher flood inundation will be in return period 7=5 with the amount 2097.88 m’/s.
We assume that the reason floods are the global impacts of climate change and the effects of
transboundary waters (water comes to us).

In addition in Fig.1, we present the digital terrain model for the Zhabay River Basin. This
model was produced with Kazakhstan Earth remote sensing satellite KazEOSat-1 of the JSC
"National Company "Kazakhstan Gharysh Sapary".
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The energy analyzer of charged particle beams for space research is proposed. The developed
electron-optical scheme of the energy analyzer of the charged particle beam is built on the basis of
the electrostatic decapole-cylindrical field. The design of the energy analyzer is described.
Equipotential portraits of the electrostatic decapole-cylindrical field are constructed. The
trajectories of charged particles are calculated. A study of the parameters of the energy analyzer
was carried out. The proposed energy analyzer has a high resolution and can be used in the
development of spectrometers for space exploration.

Keywords: energy analyzer, electrostatic field, decapole-cylindrical mirror, electron-optical scheme,
focusing order.

Introduction

Studying the dynamics of particle beams is of great interest for various problems that arise
when constructing a theory of devices for studying the energy spectra of charged particles, the
formation and transportation of charged particle beams in plasma and vacuum, and the injection of
particle beams into plasma in laboratory conditions and in space.

The solution of problems related to highly sensitive analysis (substances in microelectronics,
ecology, archeology, biology; geophysics, particle flows in interplanetary space in cosmic physics,
etc.) was made possible thanks to the development and application of physical analysis methods.
Moreover, today, the most widely used physical methods are spectroscopic methods, from which a
group of actively developing corpuscular spectroscopy methods, including methods of electron
spectroscopy, should be distinguished. However, there is a wide range of unresolved problems in
this area, which determines the need for detailed theoretical and practical research. For example, the
problems of modern spectral analysis are being actualized, which must be solved under conditions
of a sharp increase in the requirements for resolution and sensitivity of the equipment, the
complexity of the experiment geometry, the need to simultaneously investigation several
parameters, speed up the research process, etc.

Space investigation is impossible to imagine without modern technology and equipment. Every
year, for study extraterrestrial space, hundreds of satellites are launched into orbit, which are
equipped with advanced equipment that allows to remotely study physical processes, their impact
on the Earth, and record various space objects. Spectrometers, as the main tool for space
investigation, began to be used more than half a century ago. In general, the modeling of
spectrometers for research in space is an actual problem of science.

Cylindrical mirror type energy analyzers are widely used in the study of resonance phenomena
in gases, in spectroscopy for chemical analysis, for obtaining spectra of secondary electrons,
photoelectrons, autoelectrons, Auger electrons, as well as in space research, in studying the
interaction of atomic particles with a solid surface and plasma diagnostics.



164 1SSN 1811-1165 (Print); 2413-2179 (Oniine) Eurasian Physical Technical Joumnal, 2020, Vol.17, No.1 (33)

1. Axially-symmetrical multipoles

For a potential multipole with plane symmetry N in the cylindrical system coordinates, we can
write the following [1]:

o

U(V,O!,Z)ZZAW’N(V,Z)F"N cosnNa. (1)

n=0

The corresponding term n = 0 describes the axially-symmetrical component of the field.
Corresponding potentials for other members can be written as follows:

for n = 1, this equation describes the distribution of the potential of an infinitely plane
capacitor U(x,y)=Ax; for n = 2, this equation U(x,y)=A,(x’-y°) is this distribution of potentials is
explained by the quadrupole, then are potentials of four alternating identical infinite hyperbolic
surfaces. Accordingly, n = 3 corresponds to a hexapole, n = 4 to an octupole, n = 5 to a decapole.

A mathematical method for constructing a new class of multipole-cylindrical fields formed by
the superposition of a cylindrical field and circular multipoles was proposed in [2-3]. Based on the
multipole approach, a wide range of various potential fields has been developed that are of practical
interest for studying the mirror effect of these fields on a charged particles beam.

A wide variety of synthesized multipole-cylindrical fields opens up the prospect for the
development of new effective energy analysis systems. For example, decapole-cylindrical fields, the
potential properties of which have not yet been fully disclosed, may be of practical interest. It is
necessary to continue theoretical studies that would allow to determine and expand the functionality
of the practical application of multipole-cylindrical fields.

The electron-optical scheme of an electrostatic decapole-cylindrical mirror energy analyzer was
firstly proposed in [4], in which the proportion of the cylindrical field and decapole are equal to
u=1land y=-1/100 respectively. The trajectories of charged particles beam with the angular
divergence in the axial plane were calculated. The electron-optical parameters of the proposed
energy analyzer with the second-order angular focusing were calculated, and the optimal electron-
optical scheme of device was determined.

The numerical modeling of the electron-optical scheme of the electrostatic decapole-cylindrical
mirror energy analyzer at =1 and y=-1/100was carried out in work [5]. The second-order

angular focusing regimes of the “ring-ring” and ‘“axis-ring” types were found. The focusing
properties of the decapole-cylindrical energy analyzer were calculated.

The scheme of the energy analyzer based on the decapole-cylindrical field with the
contributions of a cylindrical field x =3/2and a circular decapole y =—1/100was proposed in [6].
Trajectory analysis of the motion of charged particles beams was performed. The design features of
the scheme of the proposed energy analyzer were described. Numerical models of energy analyzer
schemes based for two angular focusing regimes are obtained.

In this work, the high-resolution energy analyzer based on the decapole-cylindrical field for
space research was proposed.

2. Scheme of decapole-cylindrical mirror energy analyzer

The potential of the deflecting field is a superposition of a cylindrical field and a circular
decapole

U(p,z)=pIn(l+p)+yU,(p.z) (2)
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Where ln(1+ p)is cylindrical field, 4 is coefficient specifying the weight contribution of the
cylindrical field, U, ( p,z) =U0p(z4—2p222+% p4J is circular decapole, ¥ is weight

contribution of circular decapole.
The algorithm for determining equipotential lines in a decapole-cylindrical field is presented
below.

U,r,Z2)=U, |:p(é:4_2p2§2+§p4j}:ljofda
U=U,[ulnr+f,],

nglulnr+fd,

0

—£+,uln(1+p)+p(¢f4 —2p°& +lp4j=0,
U, 5
1) 2=0; 0.1;0.2;...1.

U()

2) We set the values of p from O ..... 1;
3) We obtain the values of & for R(&)=0;

R(&) :Z]—U+,uln(l+p)+p[§4 —2p°& +p?4j

0
Given

R(5)=0
Find (£) —

3. Results

The fig.1 (a-g) presents families of equipotential portraits of an electrostatic decapole-

cylindrical field with various contributions of a cylindrical fieldu and a circular decapole). The
analyzer field can be constructed in the form of a superposition of the base field and a set of circular
multipoles, which coaxially with the base field.

Due to the small component of the circular field, the distribution of equipotentials of the
decapole-cylindrical field, which have a slight deviation from straight lines, is close to the
distribution of equipotentials of the cylindrical field.

The energy analyzer consists of an inner cylindrical electrode which is at zero potential, and
axially symmetrical outer deflecting electrode, which under potential and the generatrix of which
coincides with one of the equipotentials of the decapole-cylindrical field.

The scheme of the energy analyzer with a decapole-cylindrical field (2), in which the

contributions of the cylindrical field and circular decapole are equal to u=1 and 7/=—L

100
respectively, is shown in Fig. 2. According to the scheme, a beam of charged particles emerging
from the ring source A is reflected by the mirror field and focused into the ring image B.

The trajectories of charged particles motion were calculated by using the approximate -
analytical method for calculation the trajectories of charged particles in multipole-cylindrical fields.
Results of calculation the axial trajectory in a decapole-cylindrical field are presented in table 1.
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Fig. 1. Families of equipotential portraits of the electrostatic decapole-cylindrical field with various
contributions of a cylindrical field and a circular decapole
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A is the source of charged particles, i’ is entrance ring slit, i”” is exit ring slit, B is the detector

Fig. 2.The scheme of the energy analyzer based on the decapole-cylindrical field, in which the shares of
the cylindrical field and decapole are equal to ¢ =1and ¥y =—-1/100 respectively.

Table 1 —Results of calculation the axial trajectory in a decapole-cylindrical field

o,
0> R=1+ A l D
P (degree) Pn & A
0.5500 36.8346 1.3543 0.9896 0.3968 3.0386 2.3834 -8.438

where ¢, is the entrance angle of the trajectory; A=A =A, is the amount of removal of the source
and its image from the surface of the inner cylindrical electrode; & is the half projection of the

trajectory onto the symmetry axis in the field of a decapole-cylindrical mirror, R=1+p,1is the
coordinate of the turning point of the trajectory,/ is the focal length equal to the full projection of

the trajectory onto the symmetry axis of the mirror from the source to its image, satisfying the
3

focusing conditions, D=§ is the relative linear dispersion in energy, A4,,= 1 a1

2 1s coefficient of
e 'do

cubic angular aberration. All longitudinal parameters are expressed in units of the radius 7, of the

inner cylindrical electrode.
Using numerical calculation by the R-Kutta method, the following data for the lateral branches
of trajectory are obtained (table 2). The initial angular spread is 12°, Aa=a—-a,=16.

Table 2 —Results of calculation the lateral branches of trajectory

1(0) 1(-6) 1(+6) Al(6) D

3.0478 3.0526 3.0506 0.0076 313.6
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Thus, the specific energy dispersion, which characterizes the resolution of the decapole-
cylindrical field, calculated for particles with an initial angular spread of 12°, is twice the specific
dispersion of the cylindrical mirror analyzer AL (+ 6) = 0.036 [7].

Fig.3 shows the dependences of the particle arrival point on the entrance angle o, for the
angular focusing regime of the “ring-ring” type for various values of the energy of the charged
particles. The curve (for a particle with energy £/ V' = 1) corresponds to the second-order angular
focusing. It can be seen from Fig. 3 that the optimal range of entrance angles of particles to analyzer
field is the range of angles from 30°-42°, providing a maximum luminosity Q = 12% and the best
focusing of the particle beam.

z/ry

N l———-l—-—-.-——..ﬂ-—l"”"'—ﬂ—.-'A.'-_d.___q.-__ﬂ.-‘h‘.h“‘~.

—fmE /V=0.9
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5 ] W

24 25 34 39 44 449
o, deg.

Fig. 3.The dependence of the particle arrival point on the entrance angle o,

Conclusion

The model of the device will make it possible to register flows of elementary particles from
cosmic space, to obtain various spectra with high resolution. The device is compact and lightweight,
and can be installed in a spacecraft. The proposed device can be used in various intermediate stages
of matching particle beams, for example, for studying ion fluxes in cosmic space, for studying the
elemental composition of celestial bodies in space research.
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In this work, an analytical study of the two-dimensional nonlinear Schrodinger equation is
presented, namely, the applicability of the sine-cosine method to search for the exact solution as a
traveling wave. The widely known nonlinear Schrodinger equation plays an important role in the study
of the theory of nonlinear waves in various fields of physics and has a huge number of exact solutions.
This equation describes the evolution of the changing amplitude of nonlinear waves in various systems,
such as weakly nonlinear and highly dispersive. One of the methods for obtaining exact solutions is the
sine-cosine method. The advantage of this method is its simplicity and reliability in obtaining solutions
to nonlinear problems. According to the method, the nonlinear evolution equation is reduced to the
associated ordinary differential equations by wave transformation and then solved by sine or cosine
functions. As a result of the applicability of the sine-cosine method, the traveling wave solutions are
obtained for a two-dimensional nonlinear Schrodinger equation. 2D-graphs and 3D-graphs of the
obtained solutions are shown.

Keywords: two-dimensional, nonlinear Schrodinger equation, sine-cosine method, traveling wave,
solution.

Introduction

Nonlinear equations with dissipation and dispersion effects that arise in scientific applications
have been under the huge size of investigations. They have various applications in various fields of
science, such as mathematical and chemical physics, solid state physics. Many vigorous methods,
such as Hirota method [1-3], the extended tanh method [4-6], the sine—cosine method [6-8],
Darboux transformation [9-13], Kudryashov method [14] and others were successfully applied to
study these types of equations. One striking example of this type of equation is the nonlinear
Schrédinger equation, which plays an important role in the theory of nonlinear waves.

The two-dimensional nonlinear Schrodinger equation

ig, + Qv =0, (1)

v+ 2(lq1*), = 0 (2)

is a typical soliton equation with rich physical and mathematical applications [15-19]. This
equation was proposed in [15] and was later deduced in [16], [17]. The conservation laws of
equation (1)-(2) is studied in [18], rogue wave solutions are obtained by Hirota method in [19].

In this work we study the system of equations (1)-(2) by the sine-cosine method that have been
extensively studied and widely applied for a wide variety of nonlinear problems [6-8].

1.The scheme of sine-cosine method

In this section, we describe the sine-cosine method [6]. According to the sine-cosine method by
using a wave variable

u(x, £} = u(x — ct) 3)
the partial differential equation
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El_ (E‘tl H_x-- R_x-_x-. EEXXX! e } = Gl (4)
can be converted to ordinary differential equation
Eo o, w,u™, 0 = @ ®))

Then the equation (5) is integrated as long as all terms contain derivatives where integration
constants are considered zeros. The solutions of ordinary differential equation (5) can be expressed
in the form

ul(x,t) = dcosf(ud), |&l = ;T-: (6)
or
u(x,t) = Asinf (ug). [§] = 7, ()

where the parameters 4, x4 and § will be determined, and u is wave number and ¢ is wave speed
respectively [6]. The derivatives of (6) become

(u™) = —nBpA"cos™ L (ug) sin (ug), 8)

") = —n?p? B2 Acos™F (ug) + np A"B(nf — 1)cos™ 2 (ug), ©)

And the derivatives of (7) have next forms

(™) = —nfpdsin™F~1 (uf) cos (ug), (10)

(™) = —n? @2 @2 Ain"E (ug) + np? 2" B — 1)sin™F2(ug), (11)
and so on for the other derivatives. Applying (6)-(11) into the reduced ordinary differential equation

(5) we obtain a trigonometric equation of ¢@s? (i€ Jor sinP (&) terms. Then, we determine the
parameters by first balancing the exponents of each pair of cosine or sine to determine . Next, we

collect all coefficients of the same power in €28 % (& Yor sin® (&), where these coefficients

have to vanish. The system of algebraic equations among the unknown f, 4, and u will be given and
from that, we can determine coefficients.

2. Using the sine—cosine method

We consider the two-dimensional nonlinear Schrodinger equation (1)-(2). By transformation

q(x, 3,t) = "o Bl g (x5 1), (12)
the equation (1)-(2) can be converted to
((tdg + @.) + (—ba@ + BG, + 0@, + ...} —v@ =0, (13)
vy +2((2)7) = 0
(14)
We separate real and imaginary part in the equation (13)-(14) and obtain
_‘ﬂ?_ bﬂ"?_l"?.r}'_ P!?= &, (15)
i+ b, tald, =0, (16)
v +2(@%), =0 (17)
Substituting the wave transformation
@l yt) = @5 =@Qlx + ¥ —at), (18)
v(x, 3 t) = V({) = @(x +y —et], (19)
into system of equation (15)-(17) we obtain that
G—d—ba) +@" —v@=0, (20)
@(—c+bt+a)=0 (21)
i+ 2(@t) =0 (22)

From equation (21) we obtain that ¢ = I+ a. Than we integrate equation (22) and obtain
= —2¢g°, (23)



Physics and Astronomy. 171

Substituting (23) into (20) we get

F—d—bal+@"+2¢° =0 (24)

We solve the equation (24) by the sine-cosine method. According to method the solution of the
(24) can be found by transformation

@ = Acos® (uf), (25)
and
@ = Astn® (). (26)
To find cosine solution we use (25) and its derivative

"= =gt @ Aeos® (ud) + pPAG(B — Deest A (ug). 27)

Substitute (25) and (27) into (24)we get
M—d — badeosf{ue) — p* FPacosP(pe ) + P AGE — Lcos® 2 {pE) + 24%cos ¥ ) = 0, (28)

From (28) we find /:

B—2=38thenf=-1. (29)
Substitute (29) in (28) we obtain next equation

A(—d — ba)ees™H(pE) — p*Acos ™ (ué) + 2u° Aces™*(ud) + 2A%cos~ ¥ () = 0. (30)
From the equation (30) we have the next sytem

cos~HpE): A(—d - ba) —p*i=0, 31
cos ¥ pd): 2ptd + 243 = 0. (32)
From (31) we obtain

g=tVd+ ba, (33)
and from (32) we get

A=+d+ ba. (34)

Substituting (33)-(34) into (25) and then obtained expression into (12) and (19) we have cosine
solution

g, (xy.t) = gilantytdel ST TED % cos™t (t#ci + ba X (x+ ¥ — ct) }, (35)
vy (x5, t) = —2(d + ba) X ces™* (h‘f:i thax(x+y- r:-'t}}r (36)

where ¢ = bk + a.
By same way we can find sine solution

G () = eflovdrtand ST TR % sin~t (t#:ﬁ+ bax(x+y-— ct]}, (37)
vy (2., t) = —2(d + ba) % sta™2 (VT T ba x (x + 3 —ct) ). (38)

where ¢ = b + a.
2D-graphs and 3D-graphs formsof the obtained solutions are presented in next Fig.1-6.

gyl I,

Fig.1. The 3D-graphs of the solution q; wheng =1, b=1, d =2
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Il
B

Fig. 2. The 3D-graphs of the solution 1, when g =1, & = 1,d

|,
|,

Fig.3. The 3D-graphs of the solution gz whena =1, b=1, d =2

¥

2% 10"

1.5 % 10'.

Fig. 4. The 3D-graphs of the solution v, whena =1, b=1,d =2
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Fig. 5. The 2D-graphs of the solutions g, (solid line), 1, (longdash line)
with the parameters ¢ = 1, b= 1,cl = 2
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Fig. 6. The 2D-graphs of the solutions g7 (solid line), v, (longdash line)
with the parameters a =1, &8 =1,d =2

In Fig.1 - 4 we present 3D plots of the travelling wave solutions (35)-(38). It can be seen that
the waves keep their directions, widths, and amplitudes invariant during the propagation on the x —
y plane.

Fig.5 displays the dynamics of the traveling wave in 2D plot. As we see the amplitude of
solution v;(long dash line) bigger than the amplitude of solution g,(solid line).In Fig.6, we show
the 2D-graphs for the solutions g, (solid line) and v, (long dash line) with the parameters t=0 and
t=2. As we notice solutions (37)-(38) are traveling to the right by saving shape.

Conclusion

In this work, we investigated the two-dimensional nonlinear Schrodinger equation by applying
the sine-cosine method. The nonlinear Schrodinger equation has many applications in different
areas of physics. We constructed various exact traveling wave solutions for this equation. The
dynamics of the obtained traveling waves are shown in 2D-graphs and 3D-graphs forms. In figures,
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the traveling waves keep their directions, widths, and amplitudes invariant during the propagation.
The sine-cosine method is a good mathematical tool for obtaining exact solutions for nonlinear
wave equations in mathematical physics and other fields.
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SUMMARIES TYCIHIKTEMEJIEP AHHOTAIIUHN

Hukxonaes E. B., Acmaghves A.JI., Hukonaesa C.A., JIvicenko E.H, 3eitnuoenos A.K.

LI-TI-ZN ®EPPUT KEPAMUKACBIHBIH 2JIEKTPJIIK KACUETTEPIHIH BIPTEKTUIIT'TH 3EPTTEY.

by makamana mutuii GeppuT KepaMUKACBIHBIH AJIEKTP OTKI3TIMTITiHIH OipTeKTUIITHIH Tapamybl 3epTTEIATeH. DIEKTP
OTKI3TIIITIKTI 3epTTey LUPKOHUH AMOKCHIlI KOCBUIFAH JHMTHH alMacThipraH (eppuT yirinepinae xypriziaai (0%;
0,2%; 0,3%; 0,5 mac.%). DKCHEepUMEHTTIK YITiIep CTaHAAPTTHl KEPaMHUKAJIBIK TEXHOJOTHSIHBI KOJIJAHBUTYBIMEH 2
carat 6oiibl 1010°C Temneparypana micipingi. DJIeKTp OTKI3TITIKTIH TeMIepaTypajblK TOyeIUIKTepl eKi 30HATHI
sxicneH (ary keneprici) anpiaFaH. JKypriziiren Tangayra colikec 0eTTik Kabarrapaa dJeKTp OTKI3TIITIKTIH Taparybl
XUMUSUIBIK KypamblHa OaijlaHbICTBl ©3repeTiHi jkoHe Oyl Tapaily OIpTeKci3 cuIaTka Me EKEHAIrl aHBIKTaJIbI.
Conpaii-ak OeceHIipy YHEPTHACH MEH OJIIIey KaTellir eCenTeNreH.

Hukonaes E.B., Acmagves A.JI., Huxonaesa C.A., JIvicenko E.H., 3eitnuoenos A.K.

UCCJEIOBAHUE OJJHOPOIHOCTH DJIEKTPUYECKUX CBOMCTB Li-Ti-Zn ®EPPUTOBOI
KEPAMUKUN.

B nmanHO#1 cTaThe OBLIO MCCICAOBAHO PACHpECIICHHE OJHOPOJHOCTH AJICKTPOIPOBOJHOCTH JTUTUEBOW (HEpPUTOBOMA
KepamMukd. MccnemoBaHUS 3JIEKTPONPOBOTHOCTHA IMPOBOJWINCH Ha 00pasmax JHWTHHA 3aMelleHHOro ¢eppuTa C
nobasnenuem auokcuna uupkonus (0%; 0,2%; 0,3%; 0,5 mac.%). DkcnepuMeHTa bHBIC 00pa3lbl OBUIA CIICYCHBI
npu temmepatype 1010 °C B TedeHwe 2 4YacOB C HCIIOJIb30BAHMEM CTAHJAPTHON KepaMUYECKOW TEXHOJOTHH.
TemmeparypHble 3aBUCUMOCTH  3JCKTPOIIPOBOIHOCTH TOJIYYCHBI JIBYX30HIOBBIM METOJOM (COMPOTHBICHHE
pactexanus). CorjacHO TPOBEJICHHOMY aHAU3y ObLIO YCTAHOBJIEHO, UTO paclpeesieHue 3JIEKTPOIIPOBOTHOCTH B
MOBEPXHOCTHBIX CJOSX HW3MEHSAETCS B 3aBUCHMOCTH OT XHMHYECKOIO COCTaBa, M 3TO paclpeiesicHHEe HMEeT
HEOTHOPOIHBIHN XapakTep. Tarxke ObLTH pacCUMTAHBI SHEPTHS aKTHBAIMH W TIOTPEUTHOCTh U3MEPEHUSI.

Epemun E.H., I'yuenxo C.A., FOpo¢ B.M.

CrNiTiZrCu JXOFAPbI OJHTPOIIMUAJIBI  KAIITAMAJIAPABIH  TO3YFA  TO3IMAUIIT JXOHE
TPUBOJIOT'UAJIBIK KACUETTEPI.

JKymbIcTa anFamksl peT MEXaHUKAJBIK JISTHPIICY 9MIICIMEH YKOFaphl SHTPOIHSUIIB KOPBITIIA CUHTE3AeI, Oenrini 6ip
nraprrapaa Bakyymua tepMmusuiblk eHueynaeH eoTkisinmi. CrNiTiZrCu kanTaMachIHBIH MHUKPOKATTBUIBIFBI KOFAPHI
SHTPOMUSITB IKBUATOMJIBI KOPBITITANIAP IIH KATTEUIBIFbIHAH jk0Faphl. CrNiTiZrCu KanTaMachlHBIH TO3yFa TO3IMIUTIT]
310 r/MuH Kypaiizel, an 6y 03 Ke3eKTe To3yFa Te3iMIiIir GOMbIHIIA apHaiibl GonaTTapra coiikec Kenesi. JKorapsl
SHTPONUSUIBI KarTaMa KadaTThl KpUCTANIAPIbIH YHKEIIC IeHrelinae ToMeH yikenic koaddumuentine (0.04) ne, Oy
oJlap/bl KOFaphl OSHTPONMSIIBI KopblThanapaan (mamamen 0.4-0.6) Oip perrinmikke epekmeneneni. Oumap
aHTUQPUKIUSUTEI, OVJ1 SHEPTUs pecypcTaplAblH YHEMeYiH KamMTamachl3 eTeni. by kantama Kaparaumbel K. TypOo-
MeXaHUKaIBIK 3aybIThiHIa 20X 13 OonaTTaH xacanraH TypOUHAIBIK KaJaKTapAbl OHIIPYC KOIIaHbBUIA b

Epemun E.H., IOpo¢ B.M., I'yuenxo C.A.

M3HOCOCTOVMKOCTh M TPHUBOJIOTMYECKUE CBOWMCTBA BBICOKO-DHTPOITMIHBIX ITOKPBITUI
CrNiTiZrCu.

B pabGote BIEpBEIC CHHTE3UPOBAH BBICOKOIHTPONMUHBIA CIUIAB METOJOM MEXaHWYECKOTO JISTHPOBAaHUS C
MOCJEAYIOme TepMUYecKOl o00pabOTKOW B BakKyyMe TMpH ONPEACICHHBIX YCJIOBUSAX. MHKpPOTBEPIOCTh
mokpeITHACTINITiZrCu He ycTymaeT W B OOJBIIMHCTBE CIy4aeB TMPEBOCXOJST TBQP,I[OCTB BBICOKOIHTPOITUIHBIX
9KBHATOMHBIX cIIaBoB. M3HococroiikocTs mokpeiTis CrNiTiZrCu cocraBisier 3-10™ 1/MUH, 4TO TaKke OTBEYaET
CHENHANGHBIM CTAJISIM IO W3HOCOCTOMKOCTH. BBICOKOHTpONMItHOE TMOKPHITHE 0071agaeT HU3KUM KO3 (HUIHEHTOM
Tpenus (0.04) Ha ypOBHE TPEHHUS CIOUCTBIX KPUCTAIOB, YTO OTIMYACT MX OT BRICOKOIHTPOIMIHBIX CILUIABOB (OKOJIO
0.4-0.6) Ha mopsmok. OHO OKa3BIBAIOTCSA aHTU(PPHUKIIMOHHBIMH, YTO CO BCEH OUYEBHUIHOCTHIO MPUBOMIAT K SKOHOMHUH
sHepropecypcoB. [TOKpEITHE yKe HCIONB3YeTCS NMPU W3TOTOBICHUU TypOWHHBIX Jiomatok u3 crtamu 20X13 Ha
TypbomMexaHmIecKoM 3aBoje T. Kaparanuasr.

Centoms B.T.

BOP HUTPUIIHIH HEI'I3IHAE MATEPUAJI K¥PbIUILIMBIHA JKOFAPBI KbIChIM MEH TEMIIEPATYPA
KAFJIAMJIAPBIHIA MEXAHUKAJIBIK BEJICEHIPY IIH CUHEPTETHUKAJIBIK OCEPIH 3EPTTEY.
Makanaza OKOFapbl KBICBIMIA JKOHE TeMIIepaTypajaplla TIeKCaroHaJbAbl OOp HUTPHIIHIH MEXaHHKAJIBIK
OeyceHmipyleH JKoHe IICIpyJAeH KeHWiHri Oop HHTPUAIHIH HETi3iHIeri MaTephaibl 3epTTey HOTIKENepi
KapacThIpbUIFaH. AJIBIHFAH MaTepHANIBIH KYPBUIBIMBI MEH (a3alblK KypaMbl MaTepHAIIbl aly TEXHOJIOIHSCHIHA
JKOHE CHHTE3JIeY MIapTTapblHaH KYIITI TOYEJIUTIKTe eKeH/Ir KopceTireH. MexaHuKalblK OesceHaipyaeH Keifin 6op
HUTPHUIIHIH YHTAaFbIH XUMUSJIBIK Ta3apTybl OOpIBIH TeKCaroHajbJbl HUTPHUIIHIH TeMIeparypa (a3achIHbIH
TeMeHeyiHe okeneni. [licipy mpouecinzeri >korapbl KbICHIM KpHUCTALIUT eimeMi 50 HM-re >KybIK OOpIbIH KyO
HUTPHUIIHIH HETi3iHAC MaTepUaJIbIH KaJbINTACYbIHA BIKMAT €Teli. bop HUTPHIiHIH aTIOMUHUHAMEH KOCHIMIIIA
MOJIM(UKAIMACH] JKOHE EKIHII MeXaHHKaJbIK OenceHnipyMmeH Oipre micipy KelchbIMbIH 7.7-nen 5.5 I'Tla-ra neifin
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tomengereni. CoHbIMEH Oipre Oy pekpHcTaUIM3alMs MPOLECIHIH calgapblHaH OOpAbIH Ky0 HHUTPUAIHIH
TYHIpIIIKTEPIHIH 6CyiHe oKeleTi.
Cenwomo B.T.

W3VUEHUE CUHEPTETUYECKOI'O DO®EKTA MEXAHWYECKOU AKTUBALIMN W CIIEKAHHSA B
YCJIOBUAX BBICOKHX I[ABHEHI/H7I 1 TEMIIEPATYP HA CTPYKTVYPY MATEPUAJIA HA OCHOBE
HUTPUJIA BOPA.

B crathe paccMOTpeHBI pe3yibTaThl MCCIEIOBAHHS MaTepHaja Ha OCHOBE HHUTpHAA Oopa TMmocie MeXaHH4eCKOH
AKTUBAIIMK ¥ CIICKaHWS MPU BBICOKHMX JIABJICHUAX U TEMIICpATypax IeKCaroHaJbHOro HuUTpuaa Oopa. [lokaszaHo, uTo
CTPYKTypa W (a30BBIM COCTaB IMOJYIaeMOTO MaTepHaja CHJIBHO 3aBUCAT OT TEXHOJOTHUH ITOJYYCHHS W YCIOBHM
cuHTe3a Marepuaina. [locnenyromnas XMMUYECKas OYMCTKA TIOPOIIKAa HUTPUAA O0pa Mocie MEXaHHYCCKON aKTUBAIIMU
MPUBOJIUT K CHWKCHHIO COJIep KaHUs (a3bl TEMIIEpaTypax rekcaroHajabHOro HUTpuaa Oopa. Beicokoe maBiieHue B
MpOIIecCe CIIEKaHUs CIIOCOOCTBYET OPMHUPOBAHUIO MaTEpHaa MPEUMYIICCTBEHHO HA OCHOBE KYOHMUYECKOT'O HUTPUIA
0opa ¢ pazMepoM KpUCTAIUTHTOB Topsaka 50 HM. JlomoHuTENbHOE MOAU(DHUIIMPOBAHIE HUTPHIA OOpa aTFOMUHUEM B
COYETAaHUU CO BTOPOI MEXaHMUECKOW aKTUBALMU CHIDKAIOT JlaBjieHue criekanus ¢ 7,7 1o 5,5 I'Tla. B To e Bpemst 310
MPHUBOJIUT K POCTY 3epHA KyOM9IeCcKOTo HUTpHAa O0pa BCIEACTBHE MpOoIlecca peKPUCTAIH3AINH.

Cypircuxos A.IL, JIvicenxo E.H., Manviues A.B., [lemposa A., I'vitnzazoe C.A., Aitmyxanoe A.K.
®EPPUTTEPJIEI'T PAIIMALISJIBIK TEPMUSIJIBIK KYWIIPY KE3IHIEI'T ®A3AJIBIK TYPJIEHIPYJIEP.
Jlutuii-tutal (EppUTTI YHTAKTAPIBIH JKOHE PaTUAIMSsIIBIK-TCPMUSIIBIK XKOHE TEPMHSIIBIK dPQEKTTEp KarmalblHIa
BITBIPATBUTFaH KEPAMHUKAIBIK YITUIEPIiH (a3aiablk KYpaMBIHBIH, MOP(OJIOTHIACHIHBIH KOHE aKayChl3 KYPBUIBIMBIHBIH
ANEKTPOHABl MUKPOCKOMHUSIIBIK 3€pTTEY KYprizinai. Deppur yiriiepiH paaualusuIbIK-TEPMUSIIBIK TYPICHIIPY
ChIHAMAJIAPJIBI AJIEKTPOHABI yAeTKim kemeriMeH (1,5-2,0) MbB sHepruscel 6ap WUMIYIBCTI 3JIEKTPOHABI IIOKIICH
COyJICJICHIIIPY apKbUIBI Ky3ere achlpbuiabl. Mmmysbcreri caynenmik Tok (0,5-0,9) A, coyneneHy HMMIYJBCiHIH
y3aKkThIFBl 500 MKC, yNbCTiH KaiTamany skuiiiri (5-50) ', ceiHaMaHbl KbI3ABIPY KeuTaMasiFs! -1000 C/MuH neiin
iCKe achIpbUINBI. YJITUIEp KAJIBIHABIFEI 15 MM  0OOJaTblH IaM OTTHI KEHUT KOpamnTa CoyJIeJICHIIPiIIi.
MHUKpOKYPBUIBIMIBI 3€PTTEY 3JEKTPOHIBI MHKPOCKONTHIH KOMETIMEH >KapbhIKThIH AHU(OPAKIUSIIBIK AJIEKTPOHIbI
MHUKPOCKOIHACBIMEH JKYpPrizuimi. DeppUTTepAiH KaIbIITacy MPOIECIHIH paauanysiblK KapKbIHIBUIBIFBIHBIH €H
BIKTUMAJIIBI MOZIEIi (DepPUTTIH apaliblK (a3zalapblHBIH JOHACPIHAe CYOpOTEHIIK MeKapalapIblH BIABIPAYBI Ke3iHe
nmaiiga OonFaH KbI3ABIPY Ke3iHAETi MUCIOKAIMSIIAPIBIH PaIdalUsUIbIK TEKETy MeXaHu3Mi 0oja anaThIHIBIFbI
KOpCETUITEH.

Cyporcuros A.IL, JIvicenko E.H., Manviuee A.B., Ilempoea A., I'vitnzazoe C.A., Aitmyxanoe A.K.

®A30BBIE ITPEOFPA3OBAHUA B ®EPPUTAX TTPU PAIAUALIMOHHO-TEPMHUYECKOM CITEKAHUU.
[IpoBeneHsl BIIEKTPOHHO-MUKPOCKOIIMYECKUE HCCIEeOBaHUA (Hha30BOro cocraBa, MoOpQoyornu Hu Ae(eKTHOH
CTPYKTYpPbl JHTHH-TUTAHOBBIX (DEPPUTOBHIX IOPOIIKOB M KEPaMHUYECKHX OOpa3IoB, CICUYEHHBIX B YCIOBHUIX
pazuanMoHHO-TEPMHYECKOTO M TETJIOBOTO BO3JEHCTBHNA. PauannoHHO-TepMIYecKoe criekaHne 00pas3ioB (peppuToB
OCYIISCTBIISIIM IyTeM OOJNYyYEHHUs 3arOTOBKH WMITYJIBCHBIM JJIEKTPOHHBIM ITy4koM ¢ 3Heprued (1,5-2,0) MaB ¢
UCIIOJIb30BAaHUEM DJIEKTPOHHOrO yckopurensi. Tok mydyka B wmmmyssce coctaBisun (0,5-0,9) A, nnmurensHOCTBH
uMIynbca o0ayueHus-500 Mkc, 4actora ciaemoBaHus UMIYIbCOB - (5-50) I', ckopocTk HarpeBa 3arotoBku -1000
°C/muH. O0pa31pl 00Tydany B KOpOOKe U3 JISTKOTO IMAMOTHOTO MaTepuaia ¢ TOJIUHON nHa 15 mm. MccnenoBanust
MUKPOCTPYKTYPBI IIPOBOJAMIN METOJAMH JJICKTPOHHO-TU(PPAKIIMOHHON MUKPOCKOIUU HA CBETY C UCIOJIb30BAaHHEM
3JIEKTPOHHOTO MHKpockoma. [lokazaHo, uTo Hambosiee BEPOSITHOW MOJENBI0 PATUAMOHHOW WHTCHCHU(UKAIINH
npoiiecca crickanus (GEeppUTOB MOXKET CIYXKHTh MEXaHH3M PATUAIIMOHHOTO TOPMOXCHHUS ITUCIIOKAIMKA PU HATPEBE,
00pa3yrommxcst BO BpeMs pacrnajia Cy03epeHHBIX TPaHHMII B 3epHAX MPOMEKYTOIHBIX (a3 dpeppuTa.

Ocnanani 0.T., Kenacezynoe A.K., Kymaounoe b.E., Cywnovixoea I.C., Meoanosa b., Ilapmu3zan I., Anues
b.A.

QJIEKTPIIMHHUHI SAICIMEH TTOJIMAKPUJIOHUTPUII HETI3IHAE KOMIPTEKTI HAHOTAJIIIBIKTHI
AJLY.

KeMipTekTi HaHOTANIIBIKTAp >KOFapbl MEHIIIKTI OeTi O6ap y3Hdikci3 apMupiieyre ue OONFaHIBIKTaH, OJIAPABI TOMEH
Oarama »oHE KeIl MeJIep/ie amyra OoJiaabl, oJlap AICTYpPJi KOMIPTEKTI HAHOTYTIKTEPMEH CaBICTBIPFaHIa THIMIII.
Ochl KYMBICTBIH HETI3Tl MaKcaThl TOJUMEPIIK epITiHII apKbUIbl JJIEKTPOCIIMHHUHT OJICIMEH  ajbIHFaH
nomakputoHuTpuai (ITAH) Heri3iH Kypymisl peTiHae makanaHa OTBIPHIT, keMmipTekTi [TAH TammbIKThl eHIey
Oonbim  TaObutambl. Makanaga dIIEKTPOCHMHHUHT oniciMeH [TAH-tanmibIKTapbl adbIHFAHBI JKOHE  OJIAPIBIH
cunartamackl, [TAH-HaHOTANIIBIKTAPBIH Opay AapKbUIBI KOMIPTEKTI HAHOTYTIKTEPHAiI ONAH dpi MaMBITY TYpajbl
xabapranajpl. KeMipTekTi HAHOTYTIKTEpIiH HETi3iH KypyIIsl peTinae ansiarad auametpi 100-500 HM quana3oHbIHIa
6onatein  [TAH-Hanotammubiktapsl [TAH//IM® epiTiHaiciHAE 3MEKTPOCIMHHUHT 9ICIMEH aJIbIHABL TY3yJeHreH
HaHoTammbIKTap 250°C TemmepaTypamga 1 carar Ooifbl ayama TypakTaHIsIpbUIIbl. COHmAN-aK aproH Ta3bIHBIH
atMocdepacsiga 600-men 900°C-ka pmeiiiHri AMana3oHga KapOOHHM3AIMSHBIH COHFBI TEMIIEPATYPACBHIH ©3TepTY
apKBUIBI KOMIPTEKTCHIIPYMiH OipHeme Tporenypaiapbl 3epTTeNli, XoHe KeMipTekTi HanotammbikTap 700°C
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TeMIieparypaga »oHe 1 caFaTra CcoOTTI ajiblHABL. TypaKTaHIBIPBUIFaH >KoHE KeMipTekTeHmipinren ITAH-
HAHOTAJIIIBIKTAPBIHEIH MOPQOJIOTHACHI CKaHEPIEYIi AIeKTpoHabl Mukpockorus (COM) amiciMen 3eprrenmi. COM
KOMETIMEH allbIHFaH HOTIDKENEpD TYPaKTaHABIPBUIFaH jKoHE KeMipTekTeHaipinren [IAH-HaHOTANMIBIKTapBIHBIH
opraria quaMeTpi alTapIbIKTal a3aiiFaHbIH KOPCETTI.

Ocnananu A.T., Kenscezynoe A.K., Kymaounoe b.E., Cyronowvikoea I.C., Meosinoea b., Ilapmusan I'., Anuee
b.A.

[OJYYEHUE YIJEPOAHBIX HAHOBOJIOKOH HA OCHOBE ITOJIMAKPUJIIOHUTPUIIA METOJ0OM
OJIEKTPOCIIMHHUHT A.

[TockoabKy yriepoIHbIe HAHOBOJIOKHA COAEP)KAT HEMPEPHIBHOE apPMUPOBAHIE C BBICOKOH yIEIBHOM IOBEPXHOCTHIO,
CBSI3aHHOU C TEM, YTO UX MOYKHO TOJYYHTh NMPH HU3KOW CTOMMOCTH W B OOJIBIIIOM KOJHYECTBE, [0 CPABHCHUIO C
TPaIUIMOHHBIMH YTICPOTHBIMH HAHOTPYOKaMH OHH OKa3aJFCh YKOHOMHUYECKH BhITOAHEe. OCHOBHOH IENIBI0 JaHHOU
paboThl sBIsETCS TepepaboTKa YIIIEPOAHBIX HAHOBOJOKOH C HCIOJB30BAHHEM B KauyeCTBE NPEANICCTBCHHUKA
nommakpuwionuTpuna (ITAH), momxydeHHOrO METOMOM JJCKTPOCIUHHHHTA dYepe3 TMOJUMEPHBIH pacTBOp, C
MOCJICYIONIUM HCIIOB30BAHUEM B KA4eCTBE apMHPOBaHUS B MOJMMEPHBIX KOMIIO3UTax. B crathe coobmiaercs o
MONMYyYeHHH H XapakTtepucTuke IIAH-HaHOBOJIOKOH METOAOM DJEKTPOCIMHHWHTA W JaJbHEHIIEM pa3BUTHH
ckpyunBanusi [IAH-HaHOBOJIOKOH B yriiepoJHbIc HAHOBOJIOKHA. [IAH-HaHOBOJIOKHA B KaueCTBE MPEIICCTBCHHUKA
YTIEPOIHBIX HAHOBOJIOKOH ¢ nquameTpaMu B puarnazone 100-500 HM ObUTH MOJTy9eHBI METOJIOM JIEKTPOCITHHHUHTA B
pactBope ITAH/JIM®. BripoBHCHHBIC HAHOBOJOKHA CHAauYaia CTAOWIM3HPOBAINCH HAa BO3IyXE IPU TEMIICPAType
250°C B Teuenue 1 gaca. MBI Takke HCCIEIOBAIM HECKOIBKO TPOIEAYyp KapOOHU3AINH ITyTeM H3MEHEHHS KOHEUHOM
TeMIiepaTypsl KapooHu3auuu B auanazone ot 600 1o 900°C B atMocepe aprona, v yriepoJHble HAHOBOJIOKHA OBbIIIH
ycmemHo TmosiyaeHel mpu  Temmeparype 700°C u 1 wac. Mopdomorus ITIAH, cTaOMIM3UpPOBaHHBIX U
KapOOHM3MPOBAaHHBIX HAHOBOJIOKOH OBLIA HCCICIOBaHA METOAOM CKAHUPYIOIICH 3JICKTPOHHOW MHUKPOCKOIIHU
(COM). PesynbTathl, modydeHHBIE ¢ ToMomibio COM, moKa3anu, 4TO CPEeTHUH AUaMeTp CTaOWIM3HPOBAHHBIX H
kapOoHu3upoBaHHbIX [IAH-HaHOBOJIOKOH 3HAYUTEIFHO YMEHBIIIUJICS.

Hazapoe K.M., Kuuanoe C.E., En A00A., Taman M., Koznenko /.11.

LIEMEHT EPITIHJIJIEPIHE CYJIbIH EHYIH HAKTBI YAKBIT PEXXUMIH/E XXbUIYJIBIK HEMTPOH/IBIK
PAJUOTPA®I S KOMEI'IMEH 3EPTTEY.

IlemeHT epiTiHAiNepiHiH OEPIKTIri MEH TYPaKTHUIBIFBIH Oaraliay YIIiH CYAbIH IIEMEHTKE KaThIHACHI op TYpJi OosFaH
JKafFnainap/ia LeMEHT epiTiHAiIepre CyAbIH KYThUTybl HEHTPOHABIK paanorpadus KeMeriMeH 3epTreinsi. Yrinepain
CYZAbI KYTYbl Ke3iHJe, KYTbUTy YaKbIThIHBIH OTyiHE OaillaHbICTHI HEHTPOHIBIK paanorpadHsiIbIK CypeTTep YHEeMi
aJIbIHBIN OTBIPABL. Cy ()POHTHIHBIH yaKbIT OOWBIHINIA BOJIONMSACH HEMECE €HY TEPEHMIrT MEH CyIbIH arbiM OarbIThI
OOWBIHINIA TapaTybl IIEMEHT ePITIHAUIEPIHIH op TYPJIi KOMIOHEHTTEPIMEH >KOHE XYTHUIFAH CYIbIH HEHTpOHIapMeH
@3apa 9peKeTTeCyiH/eri aiblpMallbUIBIKTaphl HETI31H/Ie aHbIKTANbI. AJIBIHFAH HOTIDKENIEp LIEMEHT epiTiHiIepinaeri
CYJAbIH TapalyblHbIH CHIATTAMAIBIK MapaMeTpiepiH ajay YUIH Kamwuisapiap TEOpHUsIChbl asChIHAA TalIKbLIAHIbI.
Keyekti opTamarbl BUIFANIBIH TACHIMANBIH 3€PTTEY YIIIH HEWTPOHIBI pamuorpadusHBIH KyaTThl OJiC EKEeHIIT1
KOpCeTuIl.

Hazapoe K.M., Kuuanoe C.E., En A00A., Taman M., Koznenko /.11.

UCCJIIEJOBAHUE IMPOHWKHOBEHHME BOJbl B IHEMEHTHBIE PACTBOPLI C HCIIOJIb3OBAHUEM
PAJIMOTPA®UIMHA TEIJIOBBIXHEMTPOHAX B PEXXMME PEAJIBHOI'O BPEMEHN.

C moMoIbi0 HEUTPOHHOH paauorpaduu, ObUIO M3YYEHO IMOTJIOLICHHE BOZBI B LIEMEHTHBIH PAcTBOP C Pa3IHMYHBIM
OTHOIIICHHEM BOJBI K ILIEMCHTY, YTOOBI OIICHUTHh JOJIFOBEYHOCTh M CTAOMJIBHOCTH 3THUX pAcTBOpoB. Bo Bpems
MOTJIONICHNE BOJABI O00paslaMH, PETyIsIpHO OBbUIM IOJYYEHBI HEUTPOH-pamuorpaduiIecKue H300paKeHUs 110
WCTEUYCHUU BPEMCHHU IOTJIONICHUS. BpeMeHHast SBOJIOIHS [TOJIOKEHHS (PPOHTA BOIBI WK TIyOHHA IPOHUKHOBCHHS U
pachpeienieHie COJAEpPKAaHUsT BOIbI BJOJb HAMPABICHUS MMOTOKA OBLIM ONMpPEENCHbl HAa OCHOBE PAa3IH4YUi BO
B3aMMOJICHICTBUAAX HEUTPOHOB C PA3JIUYHBIMA KOMIIOHCHTAMHU IIEMCHTHBIX PACTBOPOB M MOTJIOMICHHOW BOJBL.
[Mosny4eHHbIe pe3yNbTaThl 00CYXKIATUCH B PAMKaX TEOPHUH KaWLUILIPOB Uil MONYyYSHHsS] XapaKTepHBIX [apaMeTpoB
pacripocTpaHeHuss BOJbI B IIEMCHTHBIX PACTBOpax. BBUIO MOKa3aHO, YTO HEHTpOHHas paauorpadus SBISETCS
MOIIIHBIM METO/IOM UCCJICJIOBaHHUsI IIEPEHOCA BJIark B TIOPUCTHIX CPEAax.

Kaowiporcanoe K. K., Teinvimoaesa K.,Yenoe B.B.

AVBIP XE*" HOHJAPBIMEH COVJIEJIEHY/IH KAPBUATI KEPAMUKAHBIH MEXAHUKAJIBIK
KACHUETTEPIHE ©CEPIH 3EPTTEY.

JKympicTa kpemunit kapOui (SiC) Heri3inaeri kepaMUKaHbIH KacueTTepiHe sHeprusch 440 k9B Gomatsin aysip Xe™"
roHnapbiHbE xoHe 10, 5x10', 10" mom/cM? coyleneHy aFbIHIAPBIHEIH COYIEICHY OCEPiH 3epTTEY HOTHKENepi
kenripinren. CayneneHaipy TYpiH TaHIAy JKoHE 103aJIbIK )KYKTEME akayJilbl alMakTapabl ka0y ocepiHiH HATIKeCiHIe
KanbIHIABIFEI 200 HM 00JTaThIH KaOaTTHIH pPaaualusiIblK 3aKbIMIAHYIAPBIH MOJENbIEY MYMKIHAITIMEH HETi37eNreH.
AJBIHFaH HOTW)KENEPJIH FBUIBIMU XXAHAIBIFBI - KapOMATI KepaMUKaHbIH O€TKi KaOaThIHBIH paJHalisIIbIK 3aKbIMFa
MEXaHHWKAIBIK oHEe OEpiKTIK KacHeTTepiHIH TYPaKTBUIBIFBIH KYHedl Typae 3epTrey. 3epTrey OapbIChIHAA
COYJICJICHJIIPIITCH KepaMKKa JKarJaiiblHaa 3aKbIMIaHy TEpeHJIrl CoyJeNeHYAIH acepiHe OailylaHbICTBl HMOHJIBIK
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skoablH 20-30%-1aH acaThIHABIFBl aHBIKTANABI. PaauanysuiblK 3aKbIMIAHYABIH HETi3Ti MEXaHW3Mi - aKaylapIblH
JHCIIOKALMSUIBIK THIFBI3BIFBIHBIH KOFapbUIaybl )KOHE YJIKEH Jo3aiap Ke3iHne Oy3blIFaH aiiMakTapAblH KaJbIITacybl.
XKenennerinren kaprarw NnpouecTepiH MOAENbICYAIH HOTHKECIHIIE COYJIENEeHAIPUIreH ChlHaMayap YIIIH KapbulyFa
Te3IMIiNiKTIH TeMmeHzaeyi 10% -maH acmalTeiHBI aHBIKTANABL. JKyprizinreH 3eprreynep KpeMHHUI KapOumiHiH
KepaMHUKaChIHbIH O€TKi KaOaTThIH paAualMsUIbIK 3aKbIMJaHybIHA TYPaKThUIBIFBIHBIH )KOFapbl MOHAEPIH KOPCETTI.

Kaowiprrcanos K. K., Teinviuoaesa K., Yenoe B.B.

UCCJIEJIOBAHUE BJIMSHUS OBJYYEHHS TSDKEJIBIMU MOHAMU XE*' HA MEXAHWYECKHUE
CBOMCTBA KAPBUJIHBIX KEPAMIK.

B paboTe npe/cTaBIeHbl Pe3yIbTaThl HCCIICIOBAHNS BIUSHHS 00TyUeHHs TSKEIbIME HOHAMH Xe™ ' ¢ sueprueii 440
1B 1 dmoencamn o6myuenns 10", 5x10™, 10'° won/cm? Ha cBoiicTBa KepaMuK Ha OCHOBE Kapouaa kpemuus (SiC).
Breibop THma obOmydeHHs W J030BOM HAarpy3ke OOYCIIOBIEH BO3MOKHOCTBIO MOJCIHPOBAHUS paJUaIllHOHHBIX
MOBPEKICHUN MPHUIIOBEPXHOCTHOTO ciiosi ToimuHod 200 HM B pesynbTare 3(dekra mepekpbiBaHus IePEKTHBIX
obnacreii. Hay4ynas HOBH3HAa TOJYYCHHBIX pE3yNbTATOB 3aKIIOYACTCI B CHCTEMATHYECKHX HCCIEIOBAHUSIX
YCTOHYMBOCTH MEXAaHHYECKUX M IPOYHOCTHBIX CBOWCTB MPUIIOBEPXHOCTHOIO CJIOS KapOWIHBIX KEpaMUK K
paJMaliOHHOMY TIOBPEXKJICHUIO. B X0/e MpOBEICHHBIX HCCICIOBAHUI YCTAaHOBJICHO, YTO B CIy4ae OOJIYYCHHBIX
KepaMHK TIyOMHa TOBPEXIECHHH NPEBBIIIACT PacUeTHYIO UIMHY mpobera moHoB Ha 20-30% B 3aBHCHMOCTH OT
(droerca  oOnmydeHus. OCHOBHBIM ~ MEXaHHM3MOM  PAJMAlMOHHBIX TIOBPSKACHUN  SBIACTCS  YBEIHYCHHE
JIICIIOKAIIMOHHON IUIOTHOCTH Ae(eKTOB M 00pa3oBaHHeM oOJacTedl pa3urnopsiodeHusi B ciydae OojbluX J703. B
pe3ynapTaTe MOJCIUPOBAHUS TPOILECCOB YCKOPEHHOTO CTapeHUs YCTAaHOBJICHO, YTO i1 OOJYYEeHHBIX 00pa3lioB
CHIDKEHHE BEJIMYMHBI TPEIIMHOCTOWKOCTH He npeBbimaet 10 %. IlpoBeneHHbIe Hecie0BaHUS TIOKA3hIBAIOT BEICOKHE
3HAYCHUS YCTOWYMBOCTH KePaMUK KapOuaa KPeMHHUS K paaHalliOHHBIM OBPEKICHUSAM MPUIIOBEPXHOCTHOTO CIIOS.

Jluxanoaes K.K., bonoapee A.U., Hkpamosa C.b., Illa6oan E.

AMMUAKTBIH T'A3/bIK AJICOPBIMS IHAPTBIHJIAFBI KPEMHHMI HAHOXITITEPIHIH, DJIEKTPJIIK
KACHUETTEPL

Kopmiaran opra MOHHTOPHHII Ke3iHAE op TYpJi 3aTTapiblH ra3fslk (a3za KYpPaMblH XOHE KOHIICHTPAIHSCHIH
OJIIICY/IiH MaHbI3bI 30p. MyHIali MocesieH] HIeNTy YINiH PEe3UCTHBTI THIITETI MAIAOTKI3TIII CEHCOpIap alTapiIbIKTai
KBI3BIFYIIBUTBIKTHI TyIBIpaabl. KpeMHUIATIK HAaHOXKIN HETi3iHAETi YCHIHBUIBIT OTBIPFAH CEHCOPIIap KOFAPBI CE3TIIITIK
koHe OeJMe TeMIeparypachlHIa >XYMbIC jkacay ceKuiil OipHemle apThIKIIBUIBIKTapra ue. byn e3 keserinzie
KYPBUIBIMIBl KCHUINETIN, OepirimrepaiH KYHBIH TeMeHaeTemi. MyHBIH Oopi 3epTTenmiHIin OTBIpFaH ra3
CEHCOPJIAPBIHBIH MaHBI3/IbUIBIFBIH KOPCETE .

Juxanébaes K.K., bonoapee A.U., Hkpamosa C.b., Illaooan E.

SJIEKTPUYECKUE CBOMCTBA KPEMHUEBBIX HAHOHUTEN B YCJIOBUSIX T'A30BOI AJICOPBLINU
AMMUAKA.

[Ip1 MOHHUTOPHHIE€ OKPY KAIOIIEH cpeabl OOJIbIIOE 3HAUYCHHUE UMEIOT U3MEPEHHMS KOHIEHTPAIMU U COCTaBa Ta30BOM
(asel pasnuuHBIX BemlecTB. JIJIs pelleHrs TaKuX 3aJad MHTEPEC NPEIACTABISIOT IOJYIPOBOIHHUKOBBIE CEHCOPEI
pe3MCTHBHOIO THma. [IpeaiaraeMele CEHCOPHI HA OCHOBE KPEMHHMEBBIX HAHOHHTEH 00JIaaeT psIoM MPEHMYILIECTB
BBICOKAs UYBCTBHUTEILHOCTH M pPab0OTaTh IIPM KOMHATHOH TemIieparype. DTO B CBOI Ouepedb YIIPOIIAET
KOHCTPYKIIUU ¥ CHM)KAaeT CeO0ECTOMMOCTh NAaTIYMKOB. Bce 3TO yKa3hIBaeT Ha aKTYalIbHOCTH HCCIEAYEMOTO Ta30BOTO
ceHcopa.

Paxaounoe b.K., Byiimkenos /I.b., Wieleba W., Kvinrviuuxanoe M. K., Epoonamynwt /1.

JAETOHALMAJIBIK TA31bl TO3AHAATY PEXUMIHIH Ti-Si-C JKABBIHAAPBIHBIH, ®A3AJIbIK
K¥PAMbBIHA XOHE AAT'E3USJIBIK BEPIKTIT'THE ©CEPI.

JKyMbicTa JETOHAIMSIIBIK OKIMAHJbBl KAPBUIFBIII alETHICH-OTTErl KOCIACBIMEH TOJTHIPY KOJIEMIiHiH 9p Typdi
MoHepiHne anbiFaH Ti-C-Si HerisiHzeri JOeTOHAUMSJIBIK >KaObIHAApABIH (a3ayiblk Kypambl MeH OEpiKTiK
CUMaTTamMajapblH 3€pTTey HOTIKEJepl KapacThIpbulaabl. JIeTOHAUMSUIBIK OKHAaHIBl O KapbUIFBINI  KOCIaMEH
70% - Fa nediH TONTHIpY KeJjeMiH yiraiiraiitkaH ke3ne HeriziHeH TiC ¢asamapbiHaH TyYpaThIHBIH KOPCETTI.
ONTKEeH]I XKOFaphl >KBUIIAMIBIKTEI COKKBI OCEpiHIH HOTIDKECIHIE >XOFaphl TeMIlepaTypara JIeHiH KbI3IBIPBUIFaH
Ti3S1C, ynrarsl TiC-xe imiHapa bigsIpaiinel. PeHTrenmik TanpaynsiH HoTmkenepi 50% sxone 60% - ¥a >kapbuibic
KOCTIaCHIMEH TONTHIppUTFaH ke3zfme Ti3SiC, TeMeH BIApIpay IopexeciHe KON KeTKi3yre Oonaabl, >kaObIHIAp
uerizinen Ti3SiC, a3 memmepae TiC daszanapbiHan Typaasl. J(eTOHAIMSIBIK OKIAHIBI KAPBUIFBIII al[CTHICH-OTTET]
KOCHACBIMEH TONTHIPY JOpeXKeci YIFaiifaH Ke3le TO3aHJAHATBhIH YHTaKTaphIHBIH KBI3y TeMIIEpaTypachl
apransl. JKaObigap kypambingarbl TiC  da3acbiHbIH KeyieMIiK KypambIHbIH ocyi Ti-C-Si  KaObIHbICHIHBIH
KATThUIBIFBIHBIH a3aroblHa oKeliedi. JKaObIHIap/blH aAre3usuIblK OCPIKTITIH 3epTTEY HOTIDKENIEPl METOHAIMSIIBIK
OKIAH[IbI JKapy KOCIMAChIMEH TOJITHIPY KOJEMIiHIH aare3usIbIK OCpiKTIKKe acepi IaMaibl ekeHiH kopceTTi. COHBIMEH
KaTtap, JAETOHAUMSUIBIK ouicrieH anbiHFaH Ti-C-Si Herizinzeri OapiblK KaObIHIApP JKaKChl aAre3HsUIBbIK OCpiKTIKTI
KOPCETTi.
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Paxaounoe b.K., Byimxkenos /I.b., Wieleba W., Kvinvtuuxanoe M. K., Epooramynwt /1.

BJIIMSIHUE PEXHWMA JIETOHALIMOHHOI'O T'A30BOI'O HAIIBIJIEHUSI HA ®A30BbIA COCTAB U
AJZITE3MOHHYIO ITPOYHOCTH [TOKPHITHIA Ti-Si-C.

B pabore paccMaTpmBaioTCs pe3yibTaTHl HMCCIEOOBAaHWH (Da30BOTO0 COCTaBa M MPOYHOCTHBIX XapPaKTEPUCTHK
JICTOHAIIMOHHBIX TMOKPBITHA Ha oOcHOBe Ti-C-Si, MONYyYeHHBIX MpPHU pPa3HBIX 3HAYCHHUIX OO0BEMa 3arOJIHCHHUS
JIETOHAIIMOHHOTO CTBOJA B3PBIBYATOH alleTHICH-KUCIOPOIHON cMechio. OmpenesieHo, 9To IpH YBEINICHNH 00beMa
3aI0JIHCHHS ICTOHAIIMOHHOTO CTBOJIA B3PBIBYATOM cMeChio 10 70 % mOKphITUS cOCTOAT B ocHOBHOM 13 (pa3 TiC. Tax
KakK, B pe3yJIbTaTe BHICOKOCKOPOCTHOTO YAapHOTO B3aWMOJICHCTBHS ~ HArpeTHIH J0 BBEICOKHX TEMIIEPaTyp MOPOIIOK
T13SiC, vactuuHo pasnaraercs Ha TiC. Pe3ynbraTel peHTreHO(A30BOIO aHaIHM3a MOKA3alld, YTO MPH 3aMOTHCHUU
CTBOJa B3pbIBUaTOi cMmechio Ha 50 % u 60 % MOXXHO JOCTHYB HU3KOW cTemeHH pa3ioxeHus Ti3SiC,, MOKpHITHS B
ocHOBHOM coctosT u3 ¢a3z Ti3SiC, ¢ Hebompmum conepxkannem TiC. DTo cBS3aHO C TeM, YTO NPH YBEIWYCHHUH
CTETIEHH 3alOJHEHUS AETOHAIMOHHOTO CTBOJA B3PBIBYATOW allCTHIICH-KUCIOPOJHOW CMECHIO YBEIHMYMBACTCA
TeMIIepaTypa HarpeBa HambLUIIEMOro nopoika. OnpeaenacHo, uTo pocT oobeMHoro conepxanus ¢asel TiC B cocTaBe
MOKPBITHH MPUBOIUT K YMEHBIIEHUIO TBepaocTH MOKphiTHa Ti-C-Si. Pe3ymbTarhl mcciemoBaHUs aare3MOHHOM
MIPOYHOCTH ITOKPHITHIA MOKA3aJi, YTO BIMSHIE 00BeMa 3allOTHEHHS AETOHAIMOHHOTO CTBOJIAa B3PHIBYATON CMECHIO Ha
aJre3UOHHYI0 TMPOYHOCTh He3HauuTenbHO. [lpm 3TOM, Bce mOKphITHA Ha oOcHOBe Ti-C-Si, NOJy4eHHBIC
JETOHAIIMOHHBIM METOAOM, ITOKA3aJId XOPOIIYIO aATE3NOHHYIO ITPOYHOCTb.

Hlapunoe M.3., Xaitumos /1.3., Paynosa H.b., Caouxosa M.H.

T'EKCATOHAJIIbI CUMMETPUS KEPHEYJIEPIHIH FEBO; MOHOKPUCTAJIJIbI AOMEH KY¥PbIJILIMBIHA
JKOHE MATHUTTEJIY ITPOLIECIHE ©CEPL

I'ekcaronamapl (C3-cuMMeTpHst) MEXaHUKaIBIK KepHeynepliH kemeriMeH FeBO; MOHOKpHCTaNBIHBIH 0a3HCTiK
JKa3BIKTBIFBIHAAFBl  KOCBHIMIIA ~ MAarHUTTIK ~ aHW3OTPONHUS  HMHAYKOWSUIAHABL. ~ MarHWTONTHKANBIK  OMICICH
AQHM30TPONMSIHBIH ~ OJICI3 JKCHUT JKA3bIKTBIKTHL (DEPPOMATHETHKTIH MArHUTTENy MPOIECIHE ocepi 3epTTEIi.
3epTTeireH KPHCTAIa KOCHIMINA MATHHTTIK aHH30TPOIMSHBIH Maiiaa 6oiybl oHbIH 180° —ThI ZOMEH KypBUIBIMBIH
JIOMEHIIK IIeKapanap KPHCTaIbIH Ga3HCTIK Ka3bIKTHIFBIHAA ©3apa ~ 1207 GyphImTapbiH KypaiThIH KypbUIBIMFA
TypieHmipyre anmsim kenemi, Oipak omerreri 120° — OMEH KypBUIBIMBIMEH CANBICTHIPFAHAA Maiila OONATHIH
JIOMEH/ICPJICTi CHOHTAHIbl MATHUTTLIIK BEKTOPBIHBIH a3UMYThl JOMCHIIK IIEKapalapJblH Y3BIHIBIFBIH Ooiinait
e3repeni. FeBO;KkpHCTaIBIHBIH JOMEHIIK KYPBUIBIMBIH KaiiTa KYpBUTYBl KEPHEYACH TybIHIaFaH MarHUTTi THCTEPE3HC
MIIIiHIH )KOHE KOAPUUTHBTI KYIITIH IAMACBIH ©3TEPTIll, TCXHUKAJIBIK MATHUTTEIY MPOLIECIHE eIeyIli 9cep eTe/i.

Hlapunoe M.3., Xaiiumos /1.3., Paynoea U.b., Caouxoea M.H.

BJIIMSIHUE HAIPSKEHHUM TEKCATOHAJIBHOM CUMMETPHM HA JIOMEHHVYIO CTPYKTYPY U
MMPOLECC HAMATHUYMBAHUAMOHOKPUCTAJLUIA FeBO:s.

C nomonrpio rekcaroHanbHbiX (C; — CHMMETPHH) MEXaHWYECKHX HANpPsDKEHWH WHIYLUPOBaHA JOMOIHHUTEIbHAS
MAarHUTHas aHU30TPONUs B 0a3uUCHOM IUIOCKOCTH MOHOKpuctamuia FeBO;. MarHuTOONTHYECKHMM METOIOM
MCCJICJIOBAHO BJIMSHHE HABEJACHHOHN HANMPSHKCHUSIMM aHWU30TPONMHU Ha IIPOLECC HAMATHHYUBAHHUS 3TOTO Ciaboro
JICTKOIUIOCKOCTHOTO ~ (peppoMarHeTrka. [loka3aHO, 4YTO BO3HHKHOBEHHE B  HCCICIOBAHHOM  KPHCTAILIC
JIOTIONHATEIBHOI MATHHTHON aHH30TPOIINHI IPHBOIKT K IPEOOPAa30BAHMIO €ro JOMEHHOMN cTpyKTYpsI u3 180° — Hoit B
CTPYKTYpY, B KOTOPOIi IOMEHHBIE TPAHHUIIBI 00Pa3yIoT B GA3MCHOM IIOCKOCTH KPUCTAILIA MEKLY co00i yrisl ~ 120°,
OJIHAKO B OTJIHYHE OT 00braHoM 120° — HOIf JOMEHHOM CTPYKTYPHI a3HMYT BEKTOPA CIIOHTAHHON HAMATHUYCHHOCTH B
BO3HHUKAIOIIUX JIOMCHAX W3MCHSCTCS BIOJIb JUIMHBI JOMCHHBIX TpaHUIl. YCTAaHOBJICHO, 4YTO BBI3BaHHAS
HANPSDKCHUSIMHU TIEPECTPOriKa TOMEHHOU CTpYKTyphl kpucTtauia FeBO; oka3piBaeT 3aMeTHOE BIHSHHE Ha MPOIECC
TEXHHYECKOTO HAMAarHUYUBAHUS, U3MEHsS1 HOpPMY MArHUTHOTO TUCTEPE3NCa U BEJIMIMHY KOIPLUUTUBHON CHIIBL.

Kapunoaes /K., Annvicosa I'., Mycaxanos /., Tucuyvin B., Kykenoea A., Tynezenosa A.

DJIEKTPOH/IbI COVJIEHIH, KOMEI'ITMEH CUHTE3AEJTEH YAG:CE KEPAMUKAHGBIH N, JIASEPIMEH
KO3AbIPBIUIFAH YAKBITKA TOVYEJIAI JIIOMUHECHEHIIUACEHIL.

Byt sxyMbIcTa KyaTThl KaTaH PaaualysHbIH aFbIHIAPBIH Al JaIaHbII, JTIOMUHOGOPIBI CHHTE3ICYTE OPEKET JKaCaIIbL.
AK >KapbIKTBI IIBIFApaTBIH AWOATAp (KApBIK JAWONTApPBI) SHEPTHSHBI YHEMIEY JKOHE Y3aK KBI3MET KOpPCETY CHSKTHI
KepeMeT KacHeTTepiHe OailIaHBICTHI )KAKChI XKapBIK OCpETiH KYpBUFbLIAp 00BN caHanaasl. CHHTE3ICNITCH KepaMuKa
YAG: Ce xone YAGG: Ce momuHOdOpIapsiHa TOH KacHeTTepre ue. 3eprrey yuiiH JroMuHodopaapasie 10 Typi
tagnanasl. Jlromuaodpopnap Ce,O; xoHe MOAUMUKATOP PETIHAC KOCHUIFAH TaJIOJIMHUA MOHIAPBIHBIH KATHICYBIMCH
epekmrenenmi. Kymeic Kazakcran PecryOnmkacer bismiM skoHe FpIIbIM MEHACTPIITIHIH AP08052050 rpaHTh! aschiHmga
JKy3ere achIppUIIbl. by 3eprreyai ToMCK MOMUTEXHUKAIBIK YHUBEPCUTETIHIH OaFIapiaMachl KOJIIa kL.

Kapunoéaes K., Annwvicosa I'., Mycaxanos /., Tucuywvin B., Kykenoea A., Tynezenoea A.

PA3PELIEHHASI BO BPEMEHU JIIOMHUHECLIEHLIMS OBPA30OBAHHOI SJIEKTPOHHO-JIYYEBBIM
CHUHTE3OM YAG: CE-KEPAMUKHU, BO3BYXXTAEMAS N,-JIABEPOM.

B Hacrosiiei padoTe nMpeanpuHsTa MONbITKa CHHTE3a JTIOMHHO(DOPA, ¢ UCIIOIb30BaHMHEM MOIIHBIX IIOTOKOB YKECTKOM
pamuaru. benble cBetoguoapl (LED) cuuTaroTcs XOpOIIMMHU OCBETUTEIBHBIMH TPUOOpaMu Oiaromaps CBOUM
HETPEB30MICHHBIM Ka4eCTBaM, TAKAM KaK JHEProcOCpPEeKCHHME M JUIMTEIBHBIA CPOK Ciry:kObl. CHHTE3WpOBaHHAS




180 ISSN 1811-1165 (Print);, 2413-2179 (Online) Eurasian Physical Technical Joumnal, 2020, Vol.17, No.1 (33)

KepaMmuKa 00JajaeT XapakTepHbIME cBoiicTBamMu JTHOMHHOPOpPoB YAG:Ce, YAGG:Ce. Bcero mns uccnenoBanus
65u10 BEIOpano 10 BuaoB moMuHOGOpOB. JIIOMHHOGMOPE! pa3inyanucs HamnareM B HUX HOHOB Ce,O; U rafonuHus,
BKIIIOYCHHBIX B KadecTBe Mojaudukaropa.Pabora BeimonHeHa B pamkax rpanta AP08052050 Munucrepcrsa
obpazoBanus u Hayku PecrmyOnmku Kaszaxcran. Pabora Beimonmnena mpu mommepikke I[Iporpammser Tomckoro
TMOJIUTEXHUYECKOI'0 YHUBCPCUTECTA.

Ooyxoe C.I'., Ilnomnuxoe H.A., Maconos B.I.

JKEJI SQHEPTETUKACBIHBIH, ECEIITEPIH IHEIIY YUIIH XXEJ XXbIUIJAM/IBIFbIHBIH, JUHAMUKAJIBIK
MO/JEJII.

Bepiiren >KyMbIC el DHEPreTUKACHIHBIH €CENTEepiH IIEIIyre apHaJIFaH >Kell KbUIIAMIBIFBIHBIH JAWHAMUKAIIBIK
MOJICTIiH a3ipieyre apHairaH. JKenjaiH yakpITIIa MOJAENI TYPaKThl XoHE TYypOYJIEHTTI OOJIbIl TaOBbUIATHIH €Ki
Kypaymel TypiHae yceiHburaH. MOK  61400-1: 2005 yceiaran KalimanmpdiH CIEKTPIiK  MOJENi  JKel
KBUIIAMIBIFBIHBIH TYPOYJICHTTIK KYpayIIbICHIH CHIIATTAy YIIiH maiinananeuiabl. TypOyJaeHTTUTIKTIH mapaMeTpiepin
ecenTey YIIiH 0acTankbl JIEpeKTep >Kell SHEPreTUKANIBIK KOHABIPFBIHBIH KJIachl OOJIBIN TaObLIaIbI, OJ ©3 KE3eKTe
OpHaJIaCYbIMEH, JKeJI IOHTeJIEeTiHIH aifHaTy ©iCiHIH OMIKTITIMEH XoHe MOJIENbACYIiH OepiireH yaKbIT apabIFbIHIAFbI
OpTa JKBUIJAMIBIKIECH aHBIKTaNaabl. JKenm MojeniH KOMIIBIOTEPIIK iCKe achlpy WIBIFY Ja0buigapsl KOCBUIATHIH
KaJBIITACTRIPYIIBI CY3TILITEPre ocep €TeTiH aK IIyAblH CTAaTHCTHKAIBIK TOYeNCi3 Ke3/Aepi HeTiiHAe >Xy3ere
achIpblIagbl. AJIBIHFAH HOTWDKENEPIl Tajiaybl CY3rilTep/i KalbINTacThIpy SAICIHIH HETi3iHIe )Ky3ere achIpbLIFaH
KeJI aFbIHBIHBIH MOJIEINI e KbULAaM/IBIFbIHBIH OOMIIBIK KypayIIbIChIH aIeKBATThI YIITUIEYAl KAMTaMachl3 eTelli JKOHe
JKeJI SHEPTeTHKACBHIHBIH E€CENTEePiH ISy YIIiH NaiAaiaHbuTybl MYMKiH.

Oobyxoe C.I'., IInomnuxoe U.A., Maconog B.I.

JUHAMMNYECKA S MOJEJIb CKOPOCTU BETPA JIJIS1 PEIIEHNW A 3AJIAY BETPOOHEPI'ETUKU.

JlanHast pabora mocBsiieHa pa3padoTKe TUHAMHYECKOH MOJIENM CKOPOCTH BETpa, IpeIHa3HAYEHHOM Ul pelIeHus
3aJa4 BETPOIHEPTEeTHKHU. BpemeHHas Mozaenp BeTpa MPEACTAaBICHA B BUAE ABYX COCTAaBIIIOIINX - MOCTOSIHHOW M
TypOynenTHoil. CnekrpanbHas mozenb Kaiimans, pekomenmoBanHas MOK 61400-1: 2005, wucnosbesyercst ais
ONUCAHUs TYpOYJIEHTHOrO KOMIIOHEHTa CKOPOCTHM BeTpa. VICXOIHBIMM [aHHBIMH JUIS pacyeTa IapaMeTpoB
TypOyJIEHTHOCTH SIBJISIFOTCSI KJIacC BETPOIHEPreTHYECKONW YCTAaHOBKHM, KOTOPBIM OIpPEAENeTCsS €€ pacliojioKeHHEM,
BBICOTOM OCH BpAIllCHUS BETPOKOJECA M CPEJHEH CKOPOCThIO BETpa 3a YKa3aHHbIM WHTEPBal BPEMEHU
MojenupoBanus. KommbloTepHas peanu3anisi MOJENHM BeTpa OCYIIECTBISETCS Ha OCHOBE CTAaTHCTUYECKU
HE3aBHCUMBbIX HCTOYHUKOB O€JI0T0 HIyMa, IeHCTBYIOMNX Ha (OpMUPYOLIHE (HILTPHI, BEIXOAHBIE CUTHAIIBI KOTOPBIX
CYMMUPYIOTCS. AHaJIN3 MOJYYEHHBIX PE3yJIbTaTOB IOKA3bIBAeT, YTO MOJENb BETPOBOTO MOTOKA, PEAIM30BaHHAs Ha
ocHOBe MeToza (hopMHpOBaHUS (DMIIBTPOB, 0OECTIEYNBAET aJEKBATHOE MOIEIMPOBAaHNE MPOJOIBHON COCTABISIONIECH
CKOpPOCTH BETpa U MOXKET OBITh HUCIOJIH30BAHA TS PeIIeHHs 3a/]a4 BETPOIHEPTeTUKH.

Toneyos F.K., Hcamaee M.C., Ceiioynna K.K., 3ynoyxapoea 3.M, Macuna M.H.

JKA3BIK AFBIHIIAHBIH, JIMHAMHUKACBIHA BYUIPJIIK ITJIACTUHAJIAP/IBIH, YHKEJIC KEJEPIICIHIH
OCEPIH ECEIITEY.

Byn makama OyHipiik macTWHaAmApIBIH YHKENIC KeNepriCiHiH >Ka3blK AaFbIHIIAHBIH a’pOJUHAMHUKACBIHA OCEpPiH
ecentey OOWBIHIIA FBUIBIMH 3€PTTEYJIEPIIH JKaJFachl OONBIN TaObUIaAbl. AJIIABIHFBI JKYMBICTap/a Kejaeprici
TypOyJeHTTI mekapa Kabarel yiniH ecenrtenii. bym Makamama jka3blK €pKiH aFbICTBIH JaMy 3aHIbUIBIKTapbIHA
OyHipimik IUTaCTHHAJIApABIH YHKENiC KEOEepriCiHiH OocepiH ecemnTey HOTIKeNepi KenTipiareH. byHipiik
TUTACTUHAJIAP/BIH apachIH/AFbl arblHIIA AFbICBIHBIH ChI30Aachl TYPFBI3BUIABI. JlaMMHApIBIK HIeKapanblK KabaT yIIiH
KeIeprini ecenTey Kyprizinmi. bipiHmi >XybIKTayAa aFbIHIIAHBIH MaKCHMAaJAbl SKBUINAMIIBIFBIHBIH ©3TepiCiH
CHUINATTANTBIH ecenTik (opMylia aIbIHABL. TEOPHSAJIBIK €cenTepil AKCIEPUMEHTTIK JEpPEeKTEpPMEH CalbICThIpFaH/a
YKAKChI YHIECIMIIITIKTI KOPCETTi.

Toneyoe I' K., Hcamaes M.C., Cenidynna K.K., 3ynoyxapoea 3.M., Macuna M.H.

PACYET BJIMSIHUS COITPOTHMBJIEHUS TPEHUS TOPLIOBBIX ITJIACTMH HA JJMHAMMKY TIJIOCKOI
CTPVYU.

JlaHHast cTaThs SIBIISICTCSI MPOJODKEHUEM HAyUYHBIX HCCICIOBAHWN O pacueTy BIHSHUS CONPOTUBIICHUS TPEHUS
KOHLIEBBIX IUIACTHH Ha a’pOJMHAMUKY IJIOCKOH CTpyH. B mpeapiiynmx pabotax COMPOTHBIEHHE PAaCCUMTHIBAIOCH
Ui TypOyJIEHTHOTO TMOTPAaHUYHOTO CJOsS. B JaHHOW cTaThe MPHUBEICHBI pE3yJdbTaThl pacyeTa BIMSHUSL
COIPOTHUBIICHHSI TPEHHUSI TOPIOBBIX UIACTHH Ha 3aKOHOMEPHOCTH Pa3BUTHUS IIOCKON cBoOOAHO#M cTpym. [TocTpoeHa
cXeMa IOTOKa CTPYH MEXAY TOPICBBIMH TOBEPXHOCTSAMH. [IpOBEICH pacdeT CONMPOTHBICHHS AN JTAMUHAPHOTO
norpann4Horo cios. [lomydyeHa ¢opmyna st pacuera U3MEHEHHsT MaKCHMalbHOW CKOPOCTH CTPYH B IEPBOM
npubimkeHnu. CpaBHCHHE TEOPETHUYCCKHX pACUYCTOB C AKCICPUMCHTANBHBIMHA JaHHBIMH IIOKA3aJI0 XOpPOIIee
coriacue.

Hlapugpoe /I.M., Caxvinoe K.E., Mep3aounoea I'.T., Kanuesa JK.E., Ycepoaes M.T.
KbUIYOHEPI'ETUKAJIBIK  HBICAHHAP/IbI  TEXHUKAJIBIK JTUATHOCTUKAJIAY/IBIH  JIA3EPJIIK
OIITHUKO-AKYCTHUKAJIBIK O AICIHIH KEWMBIP EPEKIIEJIIKTEPIH 3EPTTEY.
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Maxkanaga XKbUTy SHEPreTUKANBIK OOBEKTUICPIl TEXHUKANBIK IHATHOCTHUKANAY Ke3iHIe Ia3epilik ONTHKAIBIK-
akyctukanblk (JIOA) omicTi KoNmaHy epeKIIeTiKTepiH 3epTTey HOTHXKeNepi KenTipinreH. JlmarHocTHKalayIbIH
OipKaTap TEXHOJOTHSIIBIK MaHBI3bl €CENTEPIH IICIIyAe KOJIAHBUIATBIH JJIICTIH ePEKIICTIKTepl KOPCETIIreH, aTar
aTKaH#a: KyOBIpJIApIbIH JOHEKEpJICHIeH KIKTEpiHiH camachlH Oakpliay, KaJIABIK KEpHEYIi, MaTepuaiuapIblH
KYPBUTBIMIIBIK, MEXaHHUKAJIBIK, CEPIIMJII KACHETTEPIH aHBIKTAY. YIJIbTPaJbIOBICTBIK TOJKBIHAAP,IBI KO3Y/IBIH JIA3EPIIiK
OTITOAKYCTHKAIBIK OiCiHIH (U3HUKAIBIK HETi3Zepi TEOPHSUIBIK 3epTTenai. byn omic Oakputay OOBEKTiCiHIE KeH
JKOJIAKTBI  YIIbTPAIBIOBICTEIK CUTHAINAPBIH Ja3epiIiK TEPMOOITHKANBIK KO3ybIHA HETI3JCNe/dl. 3CpTTEICTiH
HBICAHHBIH JKyKa OeTki KabaTblHa >KYTBUIBIN, JA3epJIiK WUMIYJIbC KEH J>KOJIAKTHI YIIBTPAABIOBICTHIK HMITYJIbCTI
Ko371bIpansl. OOBEKTIIE Tapaia OTHIPBII, KO3FAIATHIH YIBTPAIbIOBICTHIK UMITYJIEC (KOFApBl YaKbITIIA aXKbIPATyMEH
OTKEH HeMece IIANIbIpaFraH yIbTPaIbIOBICTHIK TaOBLT TipKEIe i) 3epTTENeTiH 00BEKT Typasbl aKIapaT aixajibl.

Hlapugpos /I.M., Caxunos K.E., Mep3zaounoea I.T., Kanueea K.E., Ycepoaes M.T.

UCCJIEJJOBAHUE HEKOTOPBIX OCOBEHHOCTEM JIASEPHOI'O OIITUKO-AKYCTUYECKOI'O METO/JIA
TEXHUYECKOM JIMATHOCTUKU TEIJIO-DHEPTETUYECKUX OB BEKTOB.

B crathe mpuBOAATCS pe3yabTaThl HCCIENOBAaHUS OCOOEHHOCTEHW MPHMEHEHHS JIA3€PHOTO ONTHKO-aKyCTHYECKOTO
(JIOA) meronma mpHM TEXHHYECKOW JTHATHOCTHKE TEIIOOHEPIeTUUCCKUX OO0BEKTOB. [lOKa3aHbl OTIMYHUTEIIBHBIC
0COOEHHOCTH TIPUMEHSEMOT0 METOZa MPH PEIICHHH pPsa TEeXHOJOTHMYECKH BAXKHBIX 3aJad ITUATHOCTUPOBAHHA, B
YaCTHOCTH: KOHTPOJb KayeCTBa CBapHBIX IIBOB TPYO, ONpEAEICHUS OCTATOYHOTO HAIMPSDKEHHS, CTPYKTYPHBIX,
MEXaHMYECKHX, YIPYTHUX CBOMCTB MaTephasioB. TeopeTHYecKH MCCICI0BaHBl (M3NYECKHE OCHOBBI Ja3epHOTO
ONTOAKYCTHYECKOTO METO/Ia BO30YXKICHUS YIIbTPa3BYKOBBIX BOJIH. [Toka3aHO, YTO JAHHBIA METOJ OCHOBHIBACTCS Ha
JIA3epHOM TEPMOONTHIECKOM BO30Y)KICHHH IIMPOKOIIOIOCHBIX YIIBTPA3BYKOBBIX CHTHAJIIOB B OOBEKTE KOHTPOJIS.
[Tornomascr B TOHKOM TIOBEPXHOCTHOM CJIIO€ HCCIEIyeMOro OOBCKTa, JIa3epHBIH MMITYyJIbC BO30YXKIAeT
IIMPOKOTIONIOCHBIN  YIIBTPa3BYKOBOH HMITyJIbC. PacmpocTpaHssack B 00BeKTe, BO30YXKIaeMbIil YIbTPa3BYKOBOU
UMIIYJBC (PEerucTpupyeTcs a0 MPOIICIINi, TU00 PACCESTHHBIA yIbTPAa3BYKOBON CHIHAJ C BHICOKMM BPEMEHHBIM
paspemieHrneM) Hec€T HHpopMaImio 06 nccieayeMoM 0ObeKTe.

Huoicezopooos A.U., I'aspunun A.H., Mou3zec b.b., Kysuiunoe K.A.

KYHIIPY KE3IHJETICYChIMAJIbI MATEPUAJIAFBI IMUHAMUKAJIBIK [TPOLIECTEP/II 3EPTTEY.
Makanaga cycsIManbl MaTepHaiiapIbl TEPMOSHAEYTe apHAJFaH 3JEKTP MELIiHIH TIpeK IUINTACHIHBIH IMHAMHUKACHIH
3eprTey HoTwkenepi kentipinreH. Cepmimuai — OaiiaHbBICTapIarbl  JKBUDKBIMAJBI  apOajibl  TIpEeK IIMTAChI
TEPMOOHJICTTCH MaTepHalJbl OepiTeH >KBbUITAMABIKIICH J>KOHE OHJEY YaKbITBIMEH KYHIIPY JXYWECiHIH BICTBIK
OeutiriHe TachIMaJANTHIH Heri3 Oonbinm TaObimansl. TepOenMeni >KYHEHIH DKCIEPUMEHTTIK J>KUBIHTBHIK CEpHiMi
CHIIATTAaMAaChl aJbIH/BI, OJICI3 CBI3BIKTHI €MECTIKTI CHIATTAHTBIH aMIUIUTYAANBIK-KHITIK CHIIATTaMachl KYPBULIBIL.
OKCHEpUMEHTTEP OPTYPIl KOHCTPYKIMSIIAPABIH KOHYCTBIK CEpilIenep TIpeK IUIMTAacChIHBIH TepOesiciHiH KYLITi
ACHUMMETPHUSACHIH KaMTaMachl3 ETIEHTIHIH KOPCETTi, COHABIKTAH TOXIpHOEi MemTiH KOJIeHEeH >KaFIaiIarbl dJIci3
TepOeNicCTiH THIMIUIITIH KaMTaMachl3 eTe anMaiapl. OxaH opi S9KCIEPUMEHTTEp MEIITI KeJIeHeH OeTKe OypHhIIIeH
OpHaTy Ke3iHze XYpri3immi. BepMuUKynuTTI TachIManmayablH TepOenIMeli YaKbIThl PE30HAHCTHIK aifMaKKa JKaKbIH
KO3y JKHUITIHIH Ky#re kentipyine OaimaHbIcThl 2,7..3,2 c-Ka xerTi. Jlipiane#TiH TipeK IUIMTachIHBIH >KYMBICHI
opTYpiti dakTopiapaaH KO3y JKHUIITIHIH KOFaphl CE3TIMTIKKe OaiIaHBICTBI TYPaKThl OOJMAaWTBIHBI KOPCETIITeH.
Ce3rimrik K03(GUINEHTIH TOMEHIETY dICTEP] KAPACTHIPBIIIHI.

Huswcezopoooe A.U., I'aspunun A.H., Moiutzec b.b., Kysuiunos K. A.

HNCCJIEJOBAHUE ITMHAMUWYECKUX [TPOLIECCOB B ChIITYYEM MATEPUAIJIE TTPU ET'O OBXKUT'E.

B craTbe npeacTaBiIeHbI pe3yJIbTaThl HCCIICAOBAHNI THHAMUKH ONOPHOW TUIUTHI AJIEKTPOIICUH AJIsl TEPMOOOPaOOTKH
CBITyyuX MarepuaioB. OmopHas IUIUTa ¢ TOJABIKHOW TEJICKKOW Ha YIPYTHX CBS3SAX CIY>)KUT OCHOBaHHEM, KOTOPOE
TPaHCIIOPTUPYET TePMOOOPAOOTAaHHBI MaTepuas B TOPSYYI0 YacTh CHCTEMbI OOXHIra C 3aJaHHOW CKOPOCTHIO M
BpeMeHeM 00paboTku. [lomyueHa SKCIepHMEHTaNbHAs CYMMapHas yIpyras XapaKTepPHCTHKa KoJeOaTeNbHOU
CHCTEMBI, TIOCTPOCHa aMIUIMTYIHO-YaCTOTHAs XapaKTePHCTHKA, XapakTepu3ykomas ciaadyl HeIHMHEHHOCTb.
OKCIIEpUMEHTHI TIOKa3alli, YTO KOHHYCCKUE IPYKUHBI PA3IUYHBIX KOHCTPYKIUH HE OO0CCIICYMBAIOT CHIIBHOU
aCUMMETPHUU KOJEOAaHWH OMOPHOW TUIUTBI, W MO3TOMY 3((EKTHBHOCTh BHOpPAIIMOHHOTO IiepeHoca ciaba B
TOPU30HTAIFHOM IOJIOKEHUH OTBITHOW TIeuH. J[ampHENIHe 3KCIIEPUMEHTHI MPOBOAMIKNCEH IPH YCTAHOBKE TMEYH IO
YIJIOM K TOPU3OHTANBHON mMoBepxHOcTH. KonebarenpHOoe BpeMsi IepeHoca BEpMHKYyIuTa mocturio 2,7..3,2 ¢, B
3aBHCHUMOCTH OT HACTPOCK YaCTOTHI BO30YKICHHUS BOU3U pe30HAHCHOU 30HKI. [loka3aHo, 4To paboTa BUOPHPYIOIICH
OMOPHO# TUINTBI HE MOXET ObITh CTAOMIBHOW H3-32 BBICOKOW YYBCTBUTEIBHOCTH YaCTOTHI BO30YKACHUS OT
pa3nuyHbBIX (HhaKTOPOB. PacCMOTpEHBI METOIBI CHIDKEHHSI KOO (GUIIHECHTa TYBCTBUTCIBHOCTH.

Caxunoea C.E., Tanaweea H.K., Munvkoe JI.JI.

AVHAJIMAJIBI LIUJIMHAPJIIK KAJIAKIIAJIBI KEJT TYPBMHACKIHBIH TYPBYJIEHTTIK AFBIHBIMEH
OPAIlI ©TY ADPOJIMHAMUKACBHIH MO/JIEJIBJIEY.

Makanmaga ANSYS FLUENT Oarmapnama TakeTiH TaijanaHa OTBIPBIN, VI KaJaKIIaiabl Kell TypOMHACHIHBIH
a’pOJMHAMUKAIBIK Opall OTYAiH KOMIIBIOTEpIIK MOJENbACYIiH KeHOIp MYMKIHAIKTEpi KapacThIpbUIABI. 3epTTey
00BEKTICIHIH epeKINeNiri—Kell JOHTeleri 03 oCiHiH alHaJachlHAa alHANIATHIH YII IMUIMHAPIIK KaJakiiaJaH Typaibl.
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TypOynenrrinik MoaeniHiH k-£ kakpIHIayarsl TeHaeynep xyheci Ansys-Fluent makerinne amyan (TipkeMeJIeHTEH)
KOOpJWHATTAP KYHECiHIH JKaKbIHAAayabl KOJIaHYBIMEH aKbIPFBI KeJjeM omiciMen menriteni. Ecentey aiimarsl Oip-
OipiHEe KIpIKTIpUITeH YII TYypii cyOaiiMakka OesiHreH. Mojenpley HOTHXKECIHAC KYHBIHABI JOHIeJIeK OCTiHiH
MaHBIHJIA JKBUTIAMIBIKTAP Opici BU3yanu3anvsuianrad. JKel JeHreneriHiH OpTAIbIK IUCKICIHIH MaHBIH/IA aya aFbIHbI
HETI3 arblHFa Kapama-Kapchl Oarbitra ambuiafbl. 300-mer 700 aifH / MUH apanblKTa HWIHHAPICPAIH alHaIy
JKBUTIAMIBIFBI ©3TePreH Ke3/1e adpOAMHAMUKAIBIK KO3POHUITUSHTTEPAIH KBIIAM/IBIKKA TOYCIAUTIKTEpi aTbIHAbI.

Caxunoea C.E., Tanawesa H.K., Munvkoe JI.JI.

MOJEJIMPOBAHUE ADPOJMHAMUKNU OBTEKAHUMSA TYPBYJIEHTHBIM ITOTOKOM BETPOTYPBEUHLI C
BPALIAIOIUMUCS HUJIMHAPUYECKNUMU JIOTTACT AMU.

B crathe paccMaTpUBAIOTCS HEKOTOPHIC BO3MOXKHOCTH KOMIBIOTEPHOTO MOJICIUPOBAHHS adPOJHMHAMUYCCKOTO
00TeKaHHs TPEXIIOMACTHON BETPOTYPOUHEI ¢ Hcmoyib3oBanueM makera nmporpamm ANSYS FLUENT. Oco6eHHOCTBIO
00BEKTA HCCIICJIOBAHUS SIBIIICTCS TO, YTO BETPOKOJIECO COCTOMUT M3 TPEX IUIMHAPHYCCKUX JIOMACTEH, BPALIAFOIIUXCS
BOKpYT cBoeil ocu. CucremMa ypaBHEHHH B HpUOMIDKeHUH k-&monmenu TypOyIeHTHOCTH pelraeTcs B MakeTe Ansys-
Fluent MeTOoIOM KOHEYHBIX O0OBEMOB C MPUMEHCHHEM IOJX0JIa MHOKECTBCHHBIX (BJIOKCHHBIX) CHCTEM KOOPIMHAT.
BeluncnurenbHas 007acTh OblUla pas/efieHa Ha TPU THIIA CyOPErHOHOB, BIIOKEHHBIX APYr B Jpyra. B pesynbrate
MO/JICJIMPOBAHMS BU3YAJIM3UPOBAHO MOJIE CKOPOCTEH BOJIM3M MOBEPXHOCTH BUXPEBOTo Kojieca. [TokazaHo, 4To BOJIM3U
LEHTPAIILHOTO JINCKA BETPSHOIO KOJieca BO3IYLIHBIH MOTOK Pa3BOPAYMBACTCS B HAIPABICHUH, ITPOTHUBOIIOI0KHOM
OCHOBHOMY. [loy4eHbl 3aBUCUMOCTH adpOJINHAMHYICCKIX KOI(D(UIIMEHTOB OT CKOPOCTU TPU M3MEHECHUH CKOPOCTU
BpalleHus MWIHHIPOB B quana3one oT 300 qo 700 06 / MuH.

Kapaoekosa /1.7K., Xacenoes A.K., Kucabexoea I1.9., Camuwioanoun A.7K., Tynzywmoexosa M. K.
KOOPANHATAJIBIK — CE3I'TII KABBUIZAFBIIIEH KEHICTIKTIK BIPTEKTI EMEC COVYJIEJIEHYIHIH
O3I'EPVYI.

JlafisIHIaIIFaH acman )ep acThl KYOBIPJIAPBIHBIH KBy OKIIAYJIaybIHBIH Kal-KYHiH Tannayra apHaiFaH. ¥ CBIHBUIFaH
JKBUTY aFbIHBIH OJIIIEYIIl TeMIepaTypaHbl eJIey MPOLECIHIE CEe3Till IEMEHTTIH TOK JKbUIYBIH MaiaanaHansl. by
TeMIepaTypaHbl eJIley IONAINIH apTThipalbl JKOHE alAbIH-ajla OJIICHIeH peNepiiK TeMIlepaTypaHbl TOKICH
KBI3JIBIPY apKbUIbI YCTAll TYPYFa MYMKIHIIK Oepeni. O3ipiaeHreH acnan OipHenie Oipael miacTMHaNapiaH Kypbuiajpl,
OJIapJIbIH SPKANCHICHI CoyJle KaObUIIal anaasl. DIEKTP TOFBIMEH JKacalaThlH KEHICTIKTIK OipTEKTi JKbUTYy aFbIHBIMEH
KOOP/IMHATANBIK-CE3TIII KaOBUIIAFBILITHl KanuOpiiey HETi3iH/Aeri SHEepPreTHKANbIK IapaMeTpliepAl aHbIKTay YIIiH
(dhopmymanap aabIHIBL.

Kapaoexosa /1.7K., Xacenos A.K., Kucabekosa II.A., Camwvioanoun A.7K., Tynzywmoexosa M.K.

M3MEHEHUE  I[TPOCTPAHCTBEHHO HEOJHOPOJHOI'O  U3JIYYEHUA  KOOPAMHATHO  —
YYBCTBUTEJIbHBIM [TIPUEMHUNKOM.

Pa3paboTanHblii MpHOOP MpeAHA3HAYEH JUIS aHAJIM3a COCTOSIHUS TETUIOBON W3OJSAIMH MOJ3EMHBIX TPYOOIPOBOJIOB.
IIpennaraeMplii W3MeEpHUTETh TEIJIOBOTO TIOTOKA HCIOJIb3YeT TOKOBBIM HArpeB YyBCTBUTEIBHOTO JJIEMEHTa B
MPOLIECCE U3MEPEHUS TeMIIepaTypbl. DTO MO3BOJUT MOBBICUTH TOYHOCTh U3MEPEHUS TEMIIEPATYPHI U MOAEPKHUBATH
C TIOMOIIBI0 TOKOBOTO HArpeBa perepHylo TeMIIepaTypy, H3MEPEHHYIO IpeABapUTeIbHO. PazpaboTaHHEIN mpubdop
HUMEET HECKOJIbKO UICHTHYHBIX TUIACTHH, KAXKIas U3 KOTOPhIX MOXKET NPUHUMATh U3Ny4eHus. [lomydeHbl hopMybl
JUISL  OTIpEJICTICHUS] DHEPreTHYECKHX IMapaMeTpoB, B OCHOBE KOTOPBIX JIKHUT KaauOpOBKAa KOOPIWHATHO-
YyBCTBUTEJIBHOTO MPUEMHUKA MPOCTPAHCTBEHHO OAHOPOJHBIM TEIUIOBBIM IMOTOKOM, CO3JaBAa€MbIM AJIEKTPUUECKUM
TOKOM.

banoviuee M. T., /lanmee H.B., Yebomaps HU.B., I'aiiuyk F0.H., ITuexun U.I., Tumowenko A.B., I'anvyesa O.B.
YILKBILICKI3 ¥IIIY AIIIAPATBIHBIH BIP CEHCOPBIH KOJIJAHYBIMEH XXAMFACTBIPY XYWECIMEH
UMIIVJIBCTIK PAAMOIABBUIAAP KO3IHIH KOOPAMHATTAPBIH AHBIKTAYJbIH ITOTEHLIMAJIAbBI
JOOJIAITTH BAFAJIAY

Makanaga YIIKBIIICHI3 YIIy anmapaTbhiHbIH Oip CEHCOPBIH KOJIZAHYBIMEH >KaHFacThIpy XKYHECIMEH MMITYJIBCTIK
paaronadbuIIAp KO3AepiHiH KOOPAUHATTAPBIH aHBIKTAY dici YChIHBUIFaH. OpHaIacy OpHBIH aHBIKTAYIBIH albIPFBIIIT
-KaLIBIKTBIKTBI OJIIeY oJici KaObulaay HYKTeNepiH peTpaHCISIMSICHIDKOHE IIIKI CHHXPOHIAYCHI3 aKMapaTThIK-
KOOPJMHATTHIK MapaMeTpi amyra MYMKIHAIK Oepemi. IMmynbCcTik paanomadbuiaap Ke3AepiHiH KYMBIC PEXUMIHIH
KeiOip epeKIIeNiKTepiH ecKepe OTBIPBIN, OeNTiil FHUIBIMH-9ICTEMENIK aInaparThl XKeTUIIIpy eceOiHeH HOTHXKere
KOJI JKeTKizineni. MonenbaeyaiH OepiireH HOTKeIepi HEeri3ri Kipic ¢aKTopiapbIHBIH HUMITYJIBCTIK Paguonadbuiiap
KO31HIH KOOpANHATAJIapbIH aHBIKTaYAbIH IOTEHIMANBI IQJIAIrHE 9cepiH Oaranayra MYMKIHIIK Oepei.

banoviuee M. T., /lanmee H.B., Yeoomaps U.B., I'aiiuyk F0.H., ITuexun U.I., Tumowenko A.B., I'anvyesa O.B.
OLIEHKA ITOTEHLIMAJIBHO TOYHOCTHU OITPEJIEJIEHNS KOOPAUHAT UCTOYHNKA MMITYJIbCHBIX
PAJIMOCUTHAJIOB CUCTEMOM TTO3ULIMOHMPOBAHMS C UCIIOJIBb30BAHUEM OJHOI'O JATUMKA
BECITMJIOTHOI'O JIETATEJIbBHOI'O ATIITAPATA.

B crathe mpencTaBiICH METOJ ONpPEICICHHsS KOOPAMWHAT HMCTOYHHKOB HMIYJIBCHBIX PaJMOCHTHAJIOB CHUCTEMOM
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MO3UIIMOHUAPOBAHUS TMPH NPUMCHCHUH OJHOTO JaTYMKa OECHWIOTHOTO JICTATEIBHOTO ammapaTta. Pa3sHOCTHO-
JAIBHOMEPHBI METOJ ONpEACNCHUS MECTOIOJI0KEHUS II03BOJISIET TMONydUTh WH(GOPMATHBHO-KOOPAWHATHBIHA
napameTp 0e3 PEeTpPaHCISIIMKA W BHYTPECHHEW CHHXPOHHU3AIMM TOYEK mpuema. Pe3ynpTrar JocTUraercs 3a CYer
COBEPIICHCTBOBAHMS M3BECTHOTO HAYYHO-METOIAMYECKOTO amlapara C Y4eTOM HEKOTOPHIX OCOOCHHOCTEH pexmmMa
paboThl MCTOYHHKOB HUMITYJIBCHBIX PaJMOCHUTHAJIOB. [Ipe/cTaBiieHHBIC PE3yJIbTAThl MOJCIUPOBAHUS IMO3BOJSIOT
OIICHUTH BIMSHUE OCHOBHBIX BXOJHBIX (DaKTOPOB HA MOTEHIMAIBHYIO TOYHOCTD OTPEACTICHNAS KOOPANHAT HCTOYHHUKA
HUMITYJIbCHOTO PaUOCUTHAIIA.

Makeesa O.B., Onewro B.C., @eoopos A.B., IOpos B.M.

SJIEKTPOHAP/IBIH IIBIFY )K¥YMbICHIH AHBIKTAUTHIH KY¥YPBIUIFBI O3IPJIEY.

ber mertann OemmiexkTepaiH MaHBI3ABI Kypamaac Oeiriri O0dbI TaObUIAJBI XKOHE OHBI OHIIPY, MaijanaHy MXoHE
JKOHJIEY Ke3lHJE NAeTajbJiH eMip LHMKIiHIH OapiblK Ke3eHIEpIHJE OHBIH JKarJalblH Oakpulay KakeT. Mertamn
OemmrekTepai Oy30alTBIH CeHiMII OaKbUIAYBIH JKYPTi3y YIIIH OCBI VIIIH apHalbl 93ipJIEHTeH Kypaiaap MeH OHBI
KoJlaHy opicremeci Kaker.IloTeHImMangapAblH KOHTAKTLN albIPBIMBIH ©JIIIey acHaObIHBIH OepuIriniiHiH eJey
3JICKTPOBI JKOHE OaKbUIAHATHIH METAJUT OOJIIEKTiH OeTi KOHIEHCATOPABl KYpaiabl, OHBIH acTapiiapbl apachlHIa
MNOTCHIMAIIAPIBIH ~ KOHTAKTLT — albIpbIMBl  Taiga Oonanmel. AcmanTelH —Oepinrimii — MOTCHIUANAAD MEH
OJIIICYINMICYJI0achl  apachbIHAAFbl JOHEKEp OOMBIT TaOBIIaAbl. ABTOPJIADMEH 93ipJICHTCH IOPTATUBTI IHAMPIBIK
ocuwuiorpad HeETi3iHIe NOTCHIHAIIAPIBIH KOHTAKTUIIK aWBIPBIMBIH OJIICY/IH KBUDKBIMAIIBI KCIICHI METasll
OemnmrekTepiHiH OCTiH OHIIPY, MalIanaHy HeMece >KOHJeY MporleciHae Oy30aiThiH OaKbpLIAyIsl Y3MIKCI3 pexuMIe
OpBIHJIAYFa MYMKIHJIK Gepenti.

Makxeesa O.B., Onewrko B.C., @edopoe A.B., IOpos B.M.

PA3PABOTKA YCTPOMCTBA OIIPEJEJIEHUS PABOTBI BEIXO/IA DJIEKTPOHOB.

[ToBepXHOCTH SBISCTCS BaXKHEHINCH COCTABISIOMICH METAJUIMYCCKHUX JeTaleld U HE0OXOIUM KOHTPOJIb €€ COCTOSHHUS
Ha BCEX JTalax >KM3HEHHOIO IHKJIA AeTAIH — IPU €€ MPOU3BOJACTBE, IKCIUTyaTallid U peMoHTe. J[JIsl MpOBeACHMUS
JIOCTOBEPHOT'0 HEPa3pYIIAIONIET0 KOHTPOJIS METAIUTMYSCKHUX JIeTaleld HEOOX0AUMBI CIICIMATIbHO Pa3paOb0TaHHBIC IS
9TOTrO CPEACTBA M METOAMKA €0 MPUMEHEHHs. VI3MepHUTENbHBINA 3JIEKTPO JaTYMKa MPUOOpa H3MEPEHUS KOHTAKTHOM
Pa3HOCTH TIOTCHIMAIOB U TOBEPXHOCTh KOHTPOJIHMPYESMON METAJUIMYCCKOMN JeTain 00pa3yroT KOHJICHCATOP, MEKIY
00KJIaIKaMH KOTOPOTO M BO3HHMKAET KOHTAKTHAsI Pa3HOCTh MOTCHIUAIOB. JJaTdrK mpuOOpa SABISIETCS, CBOCTO poja,
MOCPETHUKOM MEXITYy KOHTAKTHOW Pa3HOCTBHIO MOTCHIMAIOB W M3MEPHUTENBHON cxeMoi.Pa3paboTaHHEIN aBTOpaMu
MEPEHOCHONH KOMIUIEKC H3MEPEHHs KOHTAKTHOW PA3HOCTH IOTEHIMAJ0B Ha OCHOBE IOPTATHBHOIO IU(PPOBOrO
ocnwuiorpada TMO3BOJIICT BBIIOJTHITE B HEIPEPHIBHOM pPEXHME HEPa3pyUIAIONINA KOHTPOJIb IMOBEPXHOCTH
METAIUTMYECKUX JIETalell B MPOIecce UX MPOU3BOJICTBA, IKCILTyaTal[H I PEMOHTA.

Temipanuee A., Tomnarxosa H., I'pyweeckasn E., @edocumosa A., /Imumpuesa E., Jlebedes H., Mykawes b.,
Cepukkanos A.

TOMEH JU®DY3UAJIBIK YIEPICTEPIE30JIb-I'EJIB/IIH [TAMJIA BOJIYbI XKOHE BIPII'VI

ITyankape KuManapbliH OCHHENEYNiH CBI3BIKCHI3 TUHAMHUKACHIHBIH 931pJICHTeH dJIICTepiHiH HeTi3iHae onci3 nuddy3us
(hoHBIHIA XUMUIIBIK peaknusuiapaa SnO, jkyka KaOBIKIIANApBIHBIH Maiiia 00Xy MpOIECiH CaHIBIK MOJCIBICY
Kyprizinmi. CaHmbIK ecenTeyinep KapKbIHIbI KapaMa-Kapchl Oipiry »oHe BIAbIpay TpPOIECTepPiHIAe ITUHAMHUKAIBIK
JETEpMHUHUPIICHTEH Xaoc MIeHOepiHAe Kyprizinai. 30Jb-reib MpolecTepiHae XUMUSUIBIK OSJICEH I OopTa YIIiH iIKi
CBI3BIKTBI eMec Kke3i Oap auddy3usHeiH auddepeHIranapl TeHIeYl KOJIaHbUIaael. MoJenbaey HOTHXeIepi
IlyaccoH-TypaKThl ppakTaIIbIK KIACTEPIIIK KYPBUTBIMIAPABIH Maiiaa O0TYBIHBIH SKCIICPUMEHTTIK HOTHXKCCIH CaTlalIbI
Typae pactaisl. JKyka KaObIKIIamapaa ToxXipuOemiK HoTHxKeNIepae GpakTalablK KYPhUTBIMIAPIBIH OOTYBI CHI3BIKTHI
eMec, TeK YKBIMIBIK KyObUTbIcTapAblH OoiyslH Oinmipeni. Kem Genmiexri xyliene Oacekesec imiki MporecTepMeH
TYPAKThl KYPBUIBIMAAPBI KENUTIK eMec 031H-031 YIUBIMIACTBIPY SICi KaHa TEXHOJOTHSUIAP YIIiH KBI3BIKTHI OOJIBIT
TaOBLIA b

Temupanuee A., Tomnaxoea H., @edocumosa A., /Imumpuesa E., /lebedee H., I pywmesckan E., Mykawes b.,
Cepukkanog A.

OBPA3ZOBAHME U CJIMSHUE B 30J1b-T'EJIb [TPOLIECCAX C HU3KOM JUDDY3UEN

Ha ocHoBe pa3pa0oOTaHHBIX METOJIOB  HEJIMHEWHOW  IWHAMUKH  OTOOpakeHHs  cedeHmid [lyaHkape
MPOBEICHOYKCICHHOS MOJACIHPOBAHUE Mpolecca 00pa3oBaHHMS TOHKHX IUIGHOK SnO, B 30JIb-TelIb XUMHUYCCKUX
peakusx Ha ¢oHe cnabod auddy3un. UYUucieHHbIe pacdeThl TNPOBOJAWINCH B paMKax JTHHAMHUYECKH
JNETEPMUHHAPOBAHHOTO Xa0Ca B MHTCHCHUBHBIX IPOTHUBOIOJIOKHBIX MPOLECCaX CIUSHUS W pacmana. s XUMAYeCKH
aKTHBHOHM cpefibl B 30JIb-TEIbIIPOIleccax HCTOb3yeTcs muddepeHnnans-ioe ypaBHeHne mud@y3un ¢ BHyTPEHHUM
HUCTOYHUKOM HEJIMHCHHOCTH. Pe3ynbTaThl MOJCIUPOBAHHS KaYCCTBEHHO TOATBEPIKIAIOT IKCIICPUMCHTANBHBIN (HaKT
BO3HUKHOBEHUS [lyaccoH-yCTOMYMBBIX (ppakTambHBIX KIACTEPHBIX CTPYKTYyp. Hammume ¢pakTadbHBIX CTPYKTYp B
JKCICPUMCHTAIBHBIX PE3yJIbTaTax HAa TOHKHX IUICHKAX O3HAYACT HAJUYUC HEIMHCHHBIX KOJUICKTHBHBIX SBICHUH.
Metoa HeIMHEHHON CaMOOpraHU3aIlMH YCTOWYUBBIX CTPYKTYP B MHOTOYACTHUYHOW CHCTEME C KOHKYPHUPYIOIIMMH
BHYTPCHHUMH MPOIECCAMU MPEICTABIISCTCS MHTCPECHBIM JUIS HOBBIX TEXHOJIOTHH.
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IInomnukoea U.B., Peovko JI.A., bayc C.C., Cmaput O., Kacvimos C.C., barimabekoe A.C.

PEHTTEHJIIK JXYWE YIUIH KYPBUIBIMJIBIK ITAPAMETPJIEPJII ECEIITEY JXOHE KOPFAFBIII
OKPAHHBIH KOHCTPYKIUACHI

Coyneneny >XyYWeCiHIH paWalMsIIbIK KOPFAHBICHIH €CENTEeY i KYPri3y KaKeTTilmiri Oy30alThiH Oakpliay aschIHIa
JIMarHOCTHKAJIBIK, K00allay HeMece KypacTBIPYIIBI iC-IIapajapbl )Ky3ere achlpbUIATBIH HETI3 OOJIBIN TaObLIAIBI.
Makanaga maiganany KargaiiblHa OaiIaHBICTBI PEHTICHIIK JKYHeNepaiH KOHCTPYKTHBTIK €peKIIeTiKTepi MeH
ONIAPJIbIH TCXHUKAIBIK CHIIATTaMalapblHA TallJay JKacalfaH. PEHTreHAiK COYyJCHYMAIH Tapalybl MEH KEpHEYHiH
KOPFarbIlll OKPAHBIHBIH KaJIBIHABIFBIHAH TOYENIUTri KeNTipinreH. PEHTreH KyieciHiH KOPFaFbIll KpPaH KOPITYCHIH
)obanayra MyMKIHJIK O€peTiH KOPFaHBIII SKPaHBIHBIH KaJIBIHABIFBIH €CeNTeyi YChIHBIUIFaH. Kenripiaren 3eprreysep
pEHTTeH KYHenepiHiH kaHa MOAU(DHUKAMSIIAPBIH 93ipJiey OONBIHIIIA MaMaH AP IBIH KYMBICHIH KEHUTIETE .
IInomnukoea U.B., Peovko JI.A., bayc C.C., Cmaput O., Kacvimos C.C., baimabekos A.C.

PACYET CTPYKTYPHBIX ITAPAMETPOB W KOHCTPYKLIUSA 3AIIWUTHOI'O JOKPAHA JUIA
PEHTTEHOBOM CHUCTEMBI

Heo0xoauMocTh TPOBEACHHS pacueTa pagualldOHHOM 3alUThl CHCTEMbI HM3JYYEHHS €CTh OCHOBa, B KOTOPOM
OCYILIECTBIIIOTCS JUATHOCTHYCCKHUE, MPOCKTUPOBOYHBIC WM COOPOYHBIC MEPOIPHUATHS B paMKaX Hepa3pylIaroIiero
KOHTpOJisl. B craThe JaH aHaiM3 KOHCTPYKTHBHBIX OCOOCHHOCTEH DPEHTTCHOBCKHUX CHCTEM U HMX TEXHHYECKUX
XapaKTePUCTHK B 3aBUCUMOCTH OT YCJIOBUEM OSKciulyaTanuid. [IpuBeleHBI 3aBUCHMOCTH PAaCIHpeCIICHHS
PEHTIEHOBCKOT'O H3JIyYCHUS] U HANPSOIKCHUs] OT TONIMHBI 3alIMTHOTO 3KpaHa. [IpeicTaBieH pacyeT TOJIUHBI
3aIUTHOTO JKPaHA, KOTOPHIN IMO3BOJHUT MPOCKTHPOBATH KOPIYC 3allIUTHOTO 3KpaHa PEHTTCHOBCKOW CHCTEMEI.
ITpuBeaeHHbIE MCCIEMOBAaHUSA 00JeTYaT padOTy CIIEIUATMCTOB 0 Pa3padOTKe HOBBIX MOIU(GUKAIIMNA PEHTTCHOBCKHUX
CHCTEM.

Kaoiwcvikenosa C.II., Beromecmnuotii /., Illanmaxoe C.H., Ilaiixoea I'.C.

METAJUI BAJIKBITITAJTIAPABIH THUAPOAMHAMUKA TEHAEVYJIEPIH CAHABIK WHTETPAJIAAY
AJITOPUTMI.

Cy#BIK KYH TEOpUSICHI Ka3ipri METaJUTyprusuIbIK IIPOLECTEP TEOPHUSCHIHBIH KapanaibsiM Oestimi emec. CyiHbIK Kyitineri
Ke3-KeJITeH 3aT CYMBIK KYHIiH KAaTThl JKOHE ra3 TOpi3di KYWJep apachblHIAFbl apajblK OOJBINT TaObUIATHIHIBIFEIMEH
CaHIIBIK KaHAa eMeC, COHBIMEH 0ipre camaliblK 3aHIBUIBIKTHI 3 aHBIKTay KUBIH O0BEKT OOJIBIN TaObUIabl. TCOPUsITBIK
TUAPOIMHAMUKA OYpBIHHAH Oepi OpTYpii MaMaHIBIK FaJIbIMIAPBIHBIH Ha3apblH ayaaplibl: HETI3ri TeHACYIepIiH
CAJIBICTBIPMAJIBl  KapamalbIMIBUIBIFBI, €CENTCPAIH IO TYKBIPBIMIANYBl KOHE JSKCHCPUMCHTTCPAIH HAKTBUIBIFBI
epiTiHainepae OOJIATHIH JUHAMHKAIBIK KYOBUIBICTAP/IBIH TOJBIK CHITATTAMACBIH alyFa MYMKIiHIK Oepmi. Y3mikci3
Me/IMaHbIH JTUHAMUKAIBIK KACHCTTEPIH CUIIAaTTayAa KeJeci TeHAeYyIep KYHecl ajablHIbl: TYTKBIP OalKbIMaiap YIIIiH -
Hasre - Crokc TeHzmeynepi, maeambanKpiMa YINiH - Oiiep TeHIEYJepi, oJci3 CHIFBUIATHIH OanKpIMaiap YUIH -
Obepbek - bByccuneck Tenneynepi. Ipremi 3eprreynepie koHe KosgaHOajbl 3epTTeynep cajachlHaa Oyl
MaTeMaTHKAIBIK MOJCIBIEP OAETTe OalKbIMAHBIH aFbIMBIH MOZENBACY YIIIH KaObuimaHansl.bankeiTyna maiima
0ONaTBIH TCOPHSUIBIK MpouecTepAin cunarramanapbl CTokc - Kupxrog TeopuschiHA HETi3IENreH, OJ1 KIACCHKAIBIK
THIPOAMHAMHKA asChIHIA OaJKBITBUIFAH JKYyHelepAiH KHHETHKAIBIK KacHeTTepi apachiHAAaFrbl (heHOMEHOJOTHSITBIK,
OaiimaHpicTappl amThl. KenTereH ruipoJMHAMUKANBIK MapaJoKCTap O maijga OoimFaHHAH Oepi OTKEH y3aK XKOHE
TIKCHII XOJabl Kepcererdi. bipiHmI y3aKk Ke3eH HIeaN CHIFBUIMAWTBIH CYWBIKTBIKTHIH BIKTAMAT aFbIHIApbIH
3epTTeyMeH OaitmaHpIcThl 0ol Kypaeni aypicmansl (QyHKOHSIAp TEOPHUSICHIH KOJJIaHA OTBIPBIN, CPTTECYHiH
MaTeMaTHKAIBIK 9MicTepi ©Te JKakchl KepiHmi. Mpaeanm CyHBIK TEOPHACHIHBIH JKETUIMETCHIITH oWrim Oinep-
JanmamOep mapaJoKChl KOPCETTi: MOTCHIMAN/IbI aFbIHHBIH aifHATACBIH/A aFbIN KATKAH JICHETe 9CeP €TETIH JKAJIIbI
kym Henre TeH. OHbIH Heri3ri HaBbe-CToke TeHaeynepi 6ap TYTKBIP CHIFBUIMAUTBIH CYHBIKTHIKTHIH MaTEMaTHKAIIBIK
MOJIeN Jkacaiibl. ¥ ChIHBUIFaH yMbicTa Habe - CTOKC TeHIeyJIepiH IWeNyiH jKoHe 3epTTeY/iH 9pTypIi daicTepi
cunartasFad. Kasipri keseHae THApoIMHAMUKA TEHACYIEPiHiH JIOKaTU3aIMsUIaHFaH MIenIiMAepiH TadyFa Kem Kyl
KYMCAJIAIBI.

Kaowcukenoea C.I1I., bBenomecmnuwtit /1., lllanmaxoe C.H., Illaiixoea I'.C.

KOHEYHO-PABHOCTHBIII METOJ JUISL PEAJIMBALIMM YUCJEHHOI'O WHTEIPMPOBAHUS
VPABHEHUI T'MJIPOJNHAMUKHA PACITJIABOB.

Teopwust )KUIKOTO COCTOSIHUS HE SIBJISETCS MPOCTHIM PA3/e/IOM COBPEMEHHOW TEOPUH METAJLTypPTHYECKHX HPOLECCOB.
Jlroboe BemeCTBO B JKUAKOM COCTOSHHM SIBIISICTCS CJIOXKHBIM OOBEKTOM Il yCTAHOBICHHS HE TOJBKO
KOJIMYECTBEHHBIX, HO M KAUECTBEHHBIX 3aKOHOMEPHOCTEH, TOCKOJIBKY JKHIKOE COCTOSIHUE SIBJISIETCS POMEXYTOYHBIM
MEXy TBEPIBIM U ra3000pa3HbIM COCTOSHUSAMHU. TeopeThdeckas TUIPOAMHAMUKA U3IaBHA MPHUBICKAIA BHUMAaHHE
YYCHBIX Pa3HBIX CICHHUAIBHOCTEH: CPaBHUTENILHAS IPOCTOTA OCHOBHBIX ypaBHCHHUH, TOYHAs IMOCTAHOBKA 33134 U
SCHOCTh WX OKCIEPUMEHTOB BHYIIAIM HAAEKIY IOJYyYUTh TIOJHOE OMNHCAHHE JWHAMUYECKHX SIBICHUH,
MPOUCXOJAIINX B paciuiaBax. [Ipy onucaHuu JMHAMUYECKUX CBOMCTB CIUIOIIHBIX CPEJ OBLIH MOJYyYSHBI CICAYIOIIHNE
CHCTEMBI YPaBHEHHI: U BA3KOTO paciuiaBa - ypaBHeHus HaBoe - CTOKCA, IS HACAIBHOTO paciiiaBa - ypaBHEHUS
Diinepa, s cnabo CcxuMaeMoro paciuiaBa - ypaBHenus O0OepOeka - Byccunecka. B QyHmameHTandpHBIX
HCCIICIOBAHMSAX U B 00JaCTH MMPHUKJIAIHBIX UCCIICIOBAHUN STH MaTEMaTHYCCKHE MOIEH SIBJISTFOTCS OOIICTIPUHSTHIMU
JUIS MOJCIUPOBAHMS TEUYCHHs paciuiaBa. TeopeTHyecKre ONMMCAHMs IIPOLECCOB, MPOUCXOISANIMX B pPAaCIUIaBax,
ocHoBanbl Ha Teopun Crokca-Kupxroda, koropas B pamMkKax KJIACCHYCCKOW THAPOJMHAMUKH BBIIBHIIA
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(heHOMEHOJIOTHYCCKHE CBS3M MEXIY KHHETHYCCKHMH CBOWCTBAMH PACIUIABICHHBIX CHUCTEM.MHOTOYHCIICHHBIC
THIPOAMHAMHYECKHE MapaJoKChl YKa3blBaIOT HA TOT [UIMHHBIA W TEPHUCTHIM IIyTh, KOTOPBIH OBUI MPOWICH C
MOMEHTa ero co3jiaHus. [IepBblil [UIMTENBHBIA ATal OBUT CBS3aH C U3yYCHHEM M HCCICIOBAHUEM IMOTCHIMATIbHBIX
TEUEHHH HIeaJbHOM HECKHMMAEMOH JXKHUIKOCTH. MaTeMaTHYeCKue METOJbl WX HCCIEIOBAaHHUS C HCHOJb30BAHHUEM
TECOPHUH CIIOKHBIX MEPEMEHHBIX (PYHKIUH Ka3aJlUCh MOYTH HIcATbHBIMU. Ha HECOBEPIICHCTBO TCOPUH HUICATBHOM
JKUAKOCTH yKa3aJl 3HAMEHHUTHIN Tapanokc Dinepa-JlamamOepa: moyiHas cuiia, JCMCTBYIONIAsS Ha TeJIO, OOTeKarolee
MOTCHIMAIBHEIA IOTOK, paBHAa HYIO. 3aTeM ObUIa CO3llaHA MAaTeMaTW4ecKas MOJCIb BSI3KOW HEC)KHMMaeMOu
JKUJIKOCTH C ¢ OCHOBHBIMHU ypaBHeHHsMH HaBwe-Crtokca. Ilpemmaraemast paboTa OMUCHIBAaeT pa3iUYHBIE METOJBI
peuienust u u3yueHus ypaBHeHuii HaBee - Crokca. Ha coBpeMeHHOM 3Tamne mpuiararoTcst OOJBINNE YCHIUS JIIsS
MOUCKA pEelIeHU ypaBHEHUH JIOKAIM30BAHHON THAPOAMHAMUKH.

Auamgxocaesa K., Teinvimoaes C., Aounoexkwizol C., Cxaowvinoe A., Hopaumoe M.

MOJ1YJIb BOMBIHILIA bOJIY K¥PBIUIFBIChIHBIH OPEKETTIK MOJIEJIIH )XOBAJIAY XOHE 3EPTTEY.
CAD Quartus Prime Lite Edition 6arnapiamMacbiHia KYpbUIFBIHBIH OHTAIIBI MIBIFBIHIAPMEH MOIYJIb OOHBIHIIA OOy
KYPBUIFBICHIHBIH OpPEKEeTTiK Mozaeni a3ipienmi. Kymeic anroputmi Verilog HDL rinmiazme xy3ere acsipsurrad. Op0ip
ecenrey KaJaMblHAa MOAYJBIIH YII €CeliK, eKi eCellik HEMECE JKAIFbI3 MOHIHIH ¢Ki TaHOaFra JKbUDKBIFAH JKOFapPFhI
Oenrimik OWTTepaeH merepiieni. Mplcanmapapl HainagaHa OTBIPBIN, 9PEKeT MOMAEIiHIH alrOPUTMIH (YHKIUSIIBIK
JKOHE yaKbIT OOMBIHIIA MOJAENB/CY OPBIHAAIIBI XKHE aITOPUTMHIH OypbIcThIFbl ganenneni. Altera FPGA Cyclone
VE 5CEBAA4F23C7 apuanran peructpiapasl xkioepy aenreiaeri (RTL) KypbuiFbl quarpaMMachl allbIHIBL. Y aKbIT
TaJiaybl OPTYPIl KYMBIC KaFlalbIHIaFbl PUHIMITIK JKOHE OPEKEeTTIK MOJENbAEpl YIIIH MaKCHMaJibl TaKTiTIK
JKU1TITIH aHBIKTAY YIIiH YaKbIT TAIJAFBIIIBIHBIH KOMETIMEH KYPTi3iiIi.

Aumrxosicaesa K., Toinvimoaes C., Adunoexkwizvt C., Ckaovinos A., Hopaumos M.

[IPOEKTHMPOBAHUE U MCCJIEJJOBAHUE TIOBEJIEHYECKOU MOJEJIM YCTPOMCTBA IEJIEHUS I10O
MOJAVYJIIO.

B CAD Quartus Prime Lite Edition 6su1a pazpaboTtana moBeneHYecKasi MOAEIb YCTPOWCTBA MPUBEACHHS 110 MOJIYIIIO
C ONTHMAJLHBIMH PECYpCHBIMH 3aTpaTaMd Ha 00OpyJaoBaHHWE. AJNTOPUTM padOTHl pealn3oBaH Ha s3blke Verilog
HDL. Hcnonp3yercsi MeTon, IZie Ha KaXJIOM IIare BBIYMCICHHWS 3HAYEHHS TPEXKPAaTHOTO, YABOCHHOTO WIIM
€IMHCTBCHHOTO 3HAYCHMS MOJIYNS BBIYMTACTCS U3 CTapIMX OWTOB, CABMHYTHIX BIEBO Ha [JBa. BEIMoIHEHO
(yHKIIMOHAJIBHOE ¥ BpEMEHHOE MOZEINPOBAHUE AITOPUTMA HOBEICHYECKOH MOJIEIIH C UCIIOJIb30BAaHUEM IPUMEPOB H
MOATBEPKIICHA MPaBWIHBHOCTE anroput™Ma. [lomydeHa cxema ycTpoiicTBa Ha ypoBHe niepenadu peructpos (RTL) mist
FPGA Cyclone VE 5CEBA4F23C7 or Altera. AHanu3 BpeMeHH ObLT BBIIOJIHEH C HCIOJIB30BAHUEM aHaIM3aTopa
BPEMEHH, YTOOBI ONPEACINTh MAKCUMAIIbHYIO TAKTOBYIO 9aCTOTY ISl IPUHINIIHAIGHON 1 MOBEACHYECKON MoJeIeh
B Pa3JINYHBIX YCIOBHUAX PabOTHI.

baxmuioexoe K.C., Aumbemos A., Paxummncanoe b.K., Mypam A.

OPTAJIBIK KA3AKCTAH AWMAFBIHJIAFBI XABAW O3EHIHIH BACCEMHIHJE CY TACKbBIHBIH
MOJEJIBAEY

JKuinikri Tangay - Oyt 6enrisi 6ip OKMFaHBIH KAHIIAIBIKTHI KU1 OOJATHIHBIH Oaranay. Byl ¢y TaCKbIHBIHBIH XULTITTH
Taniay Ke3iHae ©3CHIer! Cy/IbIH MaKCUMAaJbl aF IMBIHBIH CHUIIATHI MEH KOJIEMIH TYCIHYIH MaHbI3/Ibl CTATUCTUKAIIBIK
omici. bysr »yMbicTa Cy TacKBIHBIHBIH KHUUITiIH Tangay ymiH Opranbsik Kasakctan alimarbiHbiH JKaball e©3c¢HiHIH
OacceifHiH 3epTTey HOTHXeNepi KenTipiareH. ['ymOen Tapanybl MOJeNi KOMETiMEH Cy TaCKBbIHBI Typajibl €H KOFapbl
JlepeKTepre >KUUIIKTIK Tangay acauabl. byn omic op Typui KaliTanay Ke3eHiHIE KYTUICTIH TAaCKbIH CyIbl Ooinkay
yurie Taimai. Hotmxkenep ceris skpurmapaarsl JKabalk ©3eHiHIH Cy TACKBIHBIHBIH OPTYPIi JEpeKTepiH maimanaHa
oTeIphinn anbiHAbl. Cy TacKBIHBI Typasbl MoiiMerTep Kasruapomer TrHapOMETeOpOSIOTHSIIBIK KbI3METI YCHIHFaH.
T'ymGen Tapamybl Mozaeni apKbUTbl op Typaii kezenaepae (T) KyTieTiH ¢y TaCKbIHBIHBI 0Oy MYMKIHAITT OOJDKaNIbI.
ConbiMeH Katap, Kabaii e3eHiHiH OacceiiHi YIIiH caHJBIK Kep OeqepiHiH MOoJelNiH ychiHaMbI3. by Mozaens Oipinmi
Ka3aKCTaH/IBIK JKepAeTi KalIbIKThIKTaH 30HATayAslH KazEOSat-1 sxep cepiri apKbUTBI ajblHFaH. 3epTTey HOTHKENIepi
Opranbik KazakcTan aiimarblHa Cy TACKBIHBIH OOJKAy/1a Ml aibel O0IaIbl.

baxmuioexoe K.C., Aumbemos A., Paxummncanoe b.K., Mypam A.

MOJIEJINPOBAHUE HABOJIHEHM S 111 BACCEMHA PEKU JXABAM B LIEHTPAJIBHO-
KA3AXCTAHCKOM OBJIACTU

YacTOTHBIN aHAIIN3 - 3TO OIEHKA TOTO, KaK 4acTo OyAeT MPOUCXOANTh yKazaHHOE COObITHE. DTO Hambosee BaXKHBIN
CTaTUCTHYCCKHUI METOJ| JJIs1 TOHUMAHHUS XapaKTepa U BEJIMYMHBI MAKCHMAIBHOTO PAcX0Jia BOJBI B pEKE MPH aHAIIN3E
4acTOTHl HaBOAHEHWI. B manHO# paboTe ¢ menpio aHamW3a YacTOTHl HABOJHEHHWH NPEACTaBIECHBI PE3yIbTATHI
uccnenoBanus Oacceitna peku JKabait IlenTpanbHo-Kazaxcranckoit oOmacti. YacTOTHBIN aHANIW3 UMCHOIIUXCS
JAHHBIX O MHKOBBIX ITABOJKaX OBLI BBINOJHEH C WCIIONB30BaHWEM pacupeneneHns ['ymbems. OToT Metox
3¢ (heKTUBEH I MPOTHOZUPOBAHUS 0XKHIAEMOT0 ABOJKA JUIS Pa3HBIX [IEPUOJIOB BO3BpaTa. Pe3ynbTaThl MOYyYCHEI C
MPUMEHEHUEM DPAa3IMYHBIX JNaHHBIX O maBoakax 3a 2011-2018 rr. Oacceiina pexn JKabaii, JaHHBIE O TAaBOJKaX
Ipe/IoCTaBlIeHbl THApPOMeTeoposiorndeckoi ciyx6o0it «Kasruapomer» (Kazaxcran). Pacnpenenennem I'ymbens
TIOJTYYEHBl OXHJaeMble TABOAKHM s pasznuyHbIX mepronoB BosBpara (T). Kpome TOro, mpoananm3upoBaHBI
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METEOpOJIOTHUECKHE Ha3eMHbIe AaHHble pekn JKabalh u mpescTaBieHa nudpoBas MOJAENb MECTHOCTH Ul OacceiHa
pexu JKabaii. PesymbraTel mccnemoBaHus OyIOyT TOJE3HBI IPH IPOTHO3HPOBAHWH HaBOOAHEHWH B LleHTpanmbpHO-
KazaxcraHnckoii o6nacT.

Caynebexos A.0., Benoc /l., Kamoaposa K. T.

FAPBILITBHIK 3EPTTEVJIEPTE APHAJIFAH JXOFAPHI AXBIPATYFA UE DJEKTPCTATUKAJIBIK
OHEPI' S TAJIAAFBILIBL.

Fapeiutelk  3eprreysiep VIOIH 3apsaTanyaH OeJINeKTep aFbIHAAPBIHBIH OHEPrHs TalaFbllibl YCHIHBUIFaH.
3apsinTanraH OeJeKTep arbIHIAAPBIHBIH JHEPTHsl TaJlJarblIIbIHBIH S3IpPJIEHICH 3JIEKTPOHbI-ONTUKAIBIK CYJI0AChI
ANEKTPCTATHKAIIBIK JEKaIOJIb-IIIIHMHAPIIIK OpiC Heri3iHIe KYpacThIPbUIFaH. DHEPIUs TANIAFbIIITEIH KOHCTPYKLHUSICHI
CHUIMATTaIFaH. DJIEKTPOCTATUKANIBIK JIEKAIOJIb-IMIMHIPIIK ©pICTiH 3KBHIOTEHLIUANIBIK CYpeTTepi TYPFBI3bUIFaH.
3apsaranraH OeNIIEKTepHiH TPaeKTOPHICH eCeNTelreH. OHEprusl TAIJAFBIIITHIH MapaMeTpiepiHe 3eprTey
KYPriziimi. ¥YCBHIHBUIFAH DJHEPrus TaJIaFbIIl JKOFaphl aXBIpaTyFa HMe JKOHE FapbIITHl 3€pPTTey VINiH
CHEKTPOMETpIIEPli d3ipJiey/ie Mai anaHbuTybl MYMKIH.

Caynebexos A.0., Benoc /l., Kamoapoea K.T.

SJIEKTPOCTATUYECKHNI SHEPTOAHAJIM3ATOP C BLICOKHMM PA3PEILIEHMEM JUISI KOCMUYECKUX
WCCJIEJJOBAHMIA.

[MpeasnoxkeH SHeproaHaM3aTop IYYKOB 3apsDKEHHBIX YACTHIl IS KOCMHYECKHMX HccienoBaHuid. PazpaboTanHas
ANIEKTPOHHO-ONTHYECKAs CXeMa »JHEepProaHaan3aTopa ITydka 3apsXKCHHBIX YaCTHI[ ITOCTPOCHa HAa OCHOBE
AIIEKTPOCTATUYECKOTO JICKAMOJIb-IMIMHIpUYecKoro nojs. Onucana KOHCTPYKIUS dHeproananuiaTopa. [locTpoeHsl
9KBHUIIOTEHIIMATBHEIC MTOPTPETHI JICKTPOCTATHUYECKOTO JACKAIONb-IIHINHIPUICCKOTO OIS, PaccunTaHbl TPacKTOPHH
3apSOKCHHBIX ~ 9acTHIl.  IIpOBEIEHO  WCCIICNOBAaHHE  IapaMeTPOB  JHEproaHaiusatopa.  llpemjmaraembrit
SHEProaHaIN3aToOp UMEET BBEICOKOE Pa3pelICHUEe M MOXKET OBITh MCIOJBh30BAaH MPU Pa3pabOTKE CIIEKTPOMETPOB IS
HCCIIEIOBAHUS KOCMOCA.

Hlaiixoea I .H., Kymym b.b.

CHUHYC XXOHE KOCHHYC SAICIMEH EKI ©JIIEMAI CbhI3bIKTbl EMEC IMPEAMHIEP TEHJAEYIHIH
KYMA TOJIKbIHABIK HIEMIIMI .

By xymbicTa exi enmemai ch3bIKThl eMec LlpeauHrep TeHaeyiH, aram aiTKaHna KyMa TOJNKBIH TYPiHAE HaKThI
IeTIiMAI 134ey YOIIH CHHYC J>KOHE KOCHHYC ONICIiHIH KOJIAHBUTYBIH aHAJMUTHUKAJBIK 3epTTey YCHIHBUIFaH. KeH
TaHbIMal ChI3BIKTHL eMmec lllpemunrep Tenieyl (U3MKaHBIH SPTYPJi calaiapblHIa CHI3BIKTHI €MEC TOJIKBIHAAP
TEOPUSICHIH 3epPTTEY/Ie MaHBI3/IbI POII aTKapaIbl )KOHE KONTEreH HAKTHI IenriMaepre ue. by TeHuey aJci3 ChI3BIKTHI
€MEC JKOHE JKOFapbl JHUCIEPCTI CHSIKTBI OpPTYpPJl OKyHeJepie ChI3BIKTHI €MEC TOJIKBIHAAPIBIH —©3repeTiH
aMIUTUTYJACHIHBIH 3BOJIONMACHIH CUMIATTAaHAbI. J{om memiMaepai aimy oaicTepidia 0ipi — CHHYC jKoHE KOCHHYC 9IiCi.
Byt aficTiH apTHIKIIBUIBIFL - CHI3BIKTBI €MEC €CeNTepi Menly Ke3iHe OHbIH KapanalbIMIABUIBIFBI MEH CEHIMILIIr.
byn omicke colikec, CBHI3BIKTBI €MeC IBONIOLMSIBIK TEHIEY TOJKBIHIBIK TYPJICHIIPY apKbUIbl acCOLMALMsIIaHFaH
KapanaibiM audepeHIraiIblK TeHASYyIepre SKelel, ColaH KeHiH CHHYC HeMece KOCHHYC (YHKIHSIapbl apKbUIbI
menrireni. CHHyC-KOCHHYC dfici apKbUTBI €Ki eJIeMai ChI3BIKTH eMec llpeauHrep TeHIeyi YIIiH KyMa TOJKBIHHBIH
HIeIiMAepi aJbIHAbL. AJbIHFaH memimaepaid 2D-kecrenepi meH 3D-kectenepi YChIHBUIFaH.

Hlaiixoea I .H., Kymym b.b.

BET'YIIEE BOJIHOBOE PEIIEHUE JIBYMEPHOI'O HEJIMHEMHOI'O YPABHEHMS IIPEJIWMHIEPA
METOJIOM CMHYCA 1 KOCHHYCA.

B nanHoiIt paboTe IpeacTaBieHO aHATMTHYECKOE HCCIIeI0OBaHNe ABYMEPHOTO HennHeliHoro ypasHenus llpenunrepa,
a UMEHHO NPHMEHHMOCTh METOJa CHHyCa M KOCHHYyCa Ul MOWCKAa TOYHOIO PEIICHUS B BUJAE Oerymei BOJHBL
IMupoko u3BecTHOe HenuHeHOe ypaBHeHMe lllpenuHrepa urpaer BaXHyH POJIb B U3yUYEHHM TEOPHM HEJIMHEHHBIX
BOJIH B PA3JIMYHbIX 001acTAX GU3UKU M UMEET OIPOMHOE KOJIMYECTBO TOYHBIX PEIEHUH. DTO ypaBHEHUE ONUCHIBAET
SBOJIIOLUIO M3MEHSIOLIECHCS aMIUTUTY IbI HEJIMHEHHBIX BOJIH B Pa3IMYHBIX CUCTEMAaX, TAKHX KaK C1a00 HEIMHEWHBIC U
BbIcOKOAUCTIepcHble. OIHUM M3 METOIOB IOJNyYCHHS TOYHBIX PEIICHUI SIBISIETCS METOJ] CHHyca M KOCHHYCa.
IIpermyiiecTBO 3TOro MeTOJa 3aKJIIOUAeTCs B €0 MPOCTOTE U HAJEXKHOCTU MPH MOTYyYEHUU PEIICHUs] HEIUHEHHbIX
3agad. CorylacHO 3TOMY METOHAYy, HEIMHEHHOE O3BOJIOLMOHHOE YPaBHEHHE CBOAUTCA K AaCCOLMUPOBAHHBIM
0OBIKHOBEHHBIM S epeHIIMaIBHBIM YPaBHEHUSIM C ITOMOIIBIO BOJIHOBOTO IPEOOPa30OBaHUs, a 3aTeM pelaercs C
HOMOIIBIO (YHKLIMH CHHyca WM KocuHyca. C IMOMOIIbI0 METOa CHHYC-KOCHHYCa IHOJy4YeHBI pelleHus Oerymiei
BOJIHBI JUIsl JByMepHOro HenuHeWHoro ypasHeHusi llpemunrepa. Ilpencrasnenst 2D-rpadukm um 3D-rpaduxu
[IOJIyYEHHBIX PELLEHUI.
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